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ABSTRACT:   A massive rise in web-based online content today pushes businesses to 

implement new approaches and resources that might support better navigation, 

processing, and handling of high-dimensional data. Over the Internet, 90% of the data is 

unstructured, and there are several approaches through which this data can translate into 

useful, structured data—classification is one such approach. Classification of knowledge 

into a good collection of groups is significant and necessary. As the number of machine-

readable documents proliferates, automatic text classification is badly needed to classify 

these documents. Unlabeled documents are categorized into predefined classes of labeled 

documents using text labeling, a supervised learning technique. This paper reviewed 

some existing approaches for classifying online news articles and discusses a framework 

for the automatic classification of online news articles. For achieving high accuracy, 

different classifiers were tried. Our experimental method achieved 93% accuracy using a 

Bayesian classifier and present in terms of confusion metrics.  

ABSTRAK: Peningkatan tinggi pada masa kini pada maklumat dalam talian berasaskan 

web menyebabkan kaedah baru dalam bisnes telah diguna pakai dan sumber sokongan 

seperti navigasi, proses, dan pengurusan data berdimensi-tinggi adalah perlu. 90% data 

di internet adalah data tidak berstruktur, dan terdapat pelbagai kaedah data ini dapat 

diterjemahkan kepada data berguna, lebih berstruktur — iaitu melalui kaedah klasifikasi. 

Klasifikasi ilmu kepada koleksi kumpulan baik adalah penting dan perlu. Seperti mana 

mesin-boleh baca dokumen berkembang pesat, teks klasifikasi automatik juga sangat 

diperlukan bagi mengklasifikasi dokumen-dokumen ini. Dokumen yang tidak dilabel 

dikategori sebagai pengelasan pratakrif dokumen berlabel melalui teks label, iaitu teknik 

pembelajaran berpenyelia. Kajian ini mengkaji semula pendekatan sedia ada bagi artikel 

berita dalam talian dan membincangkan rangka kerja bagi pengelasan automatik artikel 

berita dalam talian. Bagi menghasilkan ketepatan yang tinggi, kami menggunakan 

pelbagai alat klasifikasi. Kaedah eksperimen ini mempunyai ketepatan 93% 

menggunakan pengelas Bayesian dan data dibentangkan berdasarkan matriks kekeliruan. 

KEYWORDS: text classification; naïve Bayes; support vector machine; news articles 

1. INTRODUCTION

Today, the overwhelming volume of digital content is expanding and growing

constantly. Automatic text classification into existing categories is considered a primary 

method to process and manage this enormous amount of data. 

This kind of textual data is generated from various sources and is available in 

conference materials, editorials, digital/electronic documents, web pages, emails, 

publications, and journals. Many people use these online sources for day-to-day 
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information access instead of being limited to printed material such as newspapers, 

magazines, and books. The entrance to such information has become more comfortable; 

however, the organization of knowledge is difficult, making it challenging to manage. 

Organizing this kind of digital data is considered a critical method to effectively classify 

this digital information. 

Text classification has a vital role in text retrieval, information abstraction and 

summarization, and question-answering. Usually, the data available on the web used for 

classification are diverse, from various sources like broadcast or printed news, bulletin 

boards, newsgroups, advertisements, and movie reviews. Because of their varied nature, 

like being multi-sourced and having different vocabularies, different formats, and different 

writing styles for documents, automatic text classification is essential [1]. Due to the 

enormous amount of text that is stored in the electronic format, it is necessary to 

understand and examine such data and extract similar details, which may be useful when 

making decisions [2-4]. 

When a document is classified under an already defined category this action is termed 

Text classification (Fig. 1). A document can be single labeled or multi-labeled, depending 

upon the classes. A document is termed as a single label when it is allocated to a single 

class and is named multi-label if the document assigns it to multiple classes [5]. 

 

Fig. 1: Text classification process. 

Text classification comprises feature selection, document representation, applying the 

algorithm, and performance assessment. Because of the sudden growth of online 

transactions and the colossal accessibility of text documents, it is essential to retrieve vital 

data from documents using classification. Today, organizing and managing text 

information is considered a crucial practice [6]. Neural Networks [8], Support Vector 

Machines [7], k-Nearest Neighbor [9], and Naïve Bayesian [10] classification are 

algorithms that may be used for constructing classification methods. 

One area where we encounter a considerable amount of daily text is online news 

articles. Due to Information Technology developments, persons are worried about their 

busy lifestyle and thus they desire to only read news articles of their interests [11]. It is a 

big task to mine pertinent news concerning an individual's interest because much of the 

news articles are enlightening but could be less significant. An individual's lure can be 

contingent on many factors such as the news location and the type of news articles [12]. 

Here, we classify the news articles rendering to the type/category of the news articles. For 

example, imagine an individual who prefers to read news related to politics. Since the web 

is a sea full of news articles, it would be challenging for a particular person to read only 

articles related to politics. 
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In this work, to customize the news articles for a specific category, we have applied 

machine-learning techniques. The category may be politics, crime, sports, entertainment, 

or world news. We trained and tested the classification model using the huff post data set, 

which contains around 75k news articles. After training and testing, we applied this model 

for the news articles taken from different live news websites such as the Hindu, the Print, 

Indian express, and the Quint. 

2.   BACKGROUND 

2.1  Naive Bayes (NB) 

This algorithm is used as the classifier for the news articles. It is a prevalent method 

of classification when dealing with multi-class classification. It works based on the 

probabilistic technique first proposed by Lewis [13] and drives its roots from the Bayes 

theorem. This algorithm can run very efficiently with a large dataset. For text 

classification problems, Naïve Bayes is used as a standard because it has a fast run time as 

compared to other classifiers. Naïve Bayes is also used to solve problems like spam 

detection. Due to its simplicity, it outpaces many advanced classification techniques. 

2.2  K-Nearest Neighbors (KNN) 

The problems of regression and classification domain can be solved using this 

supervised machine learning algorithm [9]. KNN works by calculating the space between 

a query and all the instances (K) nearer to the question and then selects the majority 

recurrent label. It is comprehensible and applied very quickly. It slows down its 

performance when there is an upsurge in the data sample. It stores all the training data, due 

to which it is a somewhat costly algorithm. It requires high memory storage as compare to 

other methods. KNN is used in many areas, such as in politics; it can classify a voter into 

various classes like 'Will not Vote,' 'Will Vote,' or 'Will Vote to AAP Party’. 

2.3  Support Vector Machine (SVM) 

SVM is a supervised machine-learning algorithm [7]. SVM works when provided 

training data along with associated labels. Once the training is over, if supplied a data set, 

the model assigns a label to it. The support vector machine works well when dealing with 

linear classification problems. For classification, it makes a hyper-plane by choosing the 

maximum distance between adjacent data points. It is both a flexible and powerful 

technique of machine learning that is used for regression and classification. When dealing 

with high dimensional space, SVM works well and offers excellent accuracy, and it 

requires very little memory for processing. 

2.4  Logistic Regression (LR) 

It is the best regression analysis to be conducted where the dependent variable is 

binary. As for all studies of regression, logistic regression is a statistical process. It 

describes data and describes the relationship between one conditional dependent variable 

and one or more interval, ordinal, nominal, or ratio-level independent variables.  

3.   RELATED WORK 

With the rapid increase in demand for managing substantial text databases, text 

classification is a popular and dynamic research field of data mining. It becomes necessary 

and essential to competently handle the textual data to search and access any document 

quickly due to the enormous growth of digital textual information [14,15]. 
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Text classification uses unique rules to grant classes from a category of already 

specified classes to unlabeled text documents. Text classification typically operates 

manually, but because the classification rules are generated manually, such a procedure is 

time-consuming and costly. Therefore, Machine Learning is another methodology that 

uses automatic rule creation to classify documents [16]. 

The numerous classifiers are: Support Vector Machines [7], Neural Networks [8], 

Bayesian classification [10], Nearest Neighbor (KNN) [9], Association based 

classification [17-19], Term Graph Model [20,21] and Decision Tree (DT) [22,23], etc. 
Many authors use the mentioned machine learning techniques; the table below was 

formulated after a brief study of these techniques. 

Table 1: Related work in the field of Text classification by various authors 

References 

& year 

Datasets Algorithm / 

Technique used 

Conclusion/Note 

[24] (2014) Reuter-21578 KNN algorithm The accuracy of the KNN is maximum compared to 
Term Graph and Naïve Bayes. Its time complexity is 

maximum as compared to others is the only 
drawback. 

[25] (2014) Sohu 
laboratory 

corpus 

SVM-KNN 
algorithm 

By making recommendations and improving the 
classifying probability, the SVM-KNN algorithm 

will improve the classifier's efficiency. This 
algorithm increases the low amount of processing 
difficulty. Moreover, SVM is efficient and fast for 

classification. 

[26] (2015) Single-label 
news corpus 

SVM, TF-IDF For the classification of Indonesian news posts, the 
authors used algorithm adoption and problem 

transformation methods. The authors develop a 
combination technique for the automatic classifying 
of the news articles and achieve better results with 

an f-measure is 85.13%. 

[27] (2015) Reuters-
21578 

Hyper Rectangular 
Keyword 
Extraction 

The authors proposed vital extraction based on the 
document categorization hyper rectangular method. 
This method generates excellent and accurate results 

when compared to traditional classification 
approaches. 

[28] (2015) Czech News 
Articles 

Linear SVC, SGD, 
PA, NB 

The authors proposed a method for enhancing the 
classification accuracy of multi-document 

classification. The baseline classifier Naïve Bayes 
performed better than other classifiers. 

[29] (2016) Various news 
websites 

Naïve Bayes (NB) Various news webpages were classified using 
structure attributes and URL content. The naïve 

Bayes algorithm showrd better results compared to 
existing approaches when implemented on the same 

dataset. 

[30] (2016) News articles 
of emotional 

topics 

NB, C45, DT, 
SVM vectors, 

Winnow, Balanced 
Winnow, and Max 

Entropy 

The authors experimented with hierarchical 
classification with the purpose of sentiment analysis 
of news articles. SVM and TF-IDF were used with 
six and four classification algorithms respectively 

and achieved better results. 

[31] (2016) Stock new of 
China 

Softmax training 
algorithm, 

Weighted sort 
algorithm, and 

selection algorithm 

For making investment decisions, authors classified 
stock news by proposing a novel algorithm. The 
authors achieved better accuracy and availability 

with this method compared with a general 
algorithm. 
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References 

& year 

Datasets Algorithm / 

Technique used 

Conclusion/Note 

[32] (2016) Online news 
articles 

Neural Network 
Classifier 

The performance of the ANN using feature 
reduction performed better as compared to the 
essential ANN and gave better results for the 

classifications. The training process was prolonged. 

[7] (2017) Various news 
websites  
articles 

Naïve Bayes, 
SVM, Random 

Forest 

The performance of the SVM was at the bottom 
when compared with Naïve Bayes and Random 

Forest. Also, SVM took much training time. 

[33] (2017) Korean News 
Articles 

KNN, NB, SVM, 
and Logistic 

Regression (LR) 

The author performed two studies using four 
classifiers. Study 1, which had the data with less 
complexity, achieved a higher level of accuracy. 

Study 2, which had the data with more high 
complexity, may have harmed the classification 

results. 

[34][2017] Reuters.com 
news articles 

and Gold 
Standard 
dataset 

SVM, SDG, LR The authors used various classification algorithms to 
classify text articles to detect opinion, spam, and 

fake news. Classifiers achieved good results with an 
increase in the features. 

[35] (2017) Yahoo News 
US Edition 

Keyword 
matching, 
Newsmap 

The work developed a semi-supervised classifier for 
the classification of geographical news. The overall 

classification accuracy was 0.80, which was 
relatively low when compared to other traditional 

classifiers. 

[36] (2018) NLPCC2014, 
REV1-v2 

Attention GRU Bi-
RNN 

Centered on the process of neural network interest, 
the authors proposed a bi-directional recurrent 

neural network algorithm that performed 
classification on two datasets and achieved a high 

accuracy of 83.9 compared to other classifiers. 

[37] (2018) BR news 
dataset US 

news dataset 

ANOVA, SVM The work performed classification on two news 
datasets and proved noticeable differences between 

reliable and unreliable news sources. 

[38] (2018) Indonesian 
news articles 

Latent Dirichlet 
Allocation (LDA) 

Classification results of Indonesian news articles 
represented using a word cloud, which allowed easy 
understanding of each category's results and trends; 
However, more explanation was needed in terms of 

classification. 

[39] (2018) China News SVM, CNN, 
MAXENT 

The authors applied three algorithms in two schemes 
for the classification of Chinese news articles. SVM 
performed better than the other two, but a detailed 

explanation of the experiment is needed. 

[40] (2019) News articles 
and tweets 

Word2vec 
Convolutional 

Neural Networks 

The algorithm used is classified tweets and news 
articles into related and unrelated words. Word2vec 

enhanced performance by learning the semantic 
relations between words. 

[41] (2019) Arabic news 
articles from 

websites 

SVM, NB, DT, RF, 
LR 

The work classified Arabic news articles collected 
from various news websites. SVM performed better 
than all other classifiers and achieved an accuracy of 

87%. 

[42] (2019) Indonesian 
news articles 

Convolutional 
neural networks, 
recurrent neural 

networks 

The work performed a systematic classification of 
risk document to get the financial risk information in 

real-time.  Authors achieved better classification 
results using extensive data. However, manual 

labeling of new data was a tedious process. 
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References 

& year 

Datasets Algorithm / 

Technique used 

Conclusion/Note 

[43] (2019) Thai PBS, 
Khaosod, and 

Dailynews 

SVM, Decision 
Tree, Deep 
Learning 

The authors discussed the performance of various 
classifiers using Thai news as a dataset. Deep 

Learning outperformed the SVM and Decision Tree. 

[44] (2019) BBC 
datasets, five 

groups of 
20Newsgroup 

SVM, Naïve 
Bayes, Bi-LSTM, 

LSTM, CNN 

This work used five classifiers for the classification 
of two Chinese news datasets. They also pointed out 

the difference between ML and DL classification 
that ML was a time-consuming classification 

process that required preprocessing and feature 
extraction. In contrast, DL did not require cleaning 

activities. However, using ML, they obtained 
efficient and reliable results and the best accuracy. 

[45] (2020) Society 
channel of 

Sina 

C4.5 Decision Tree 
Algorithm 

The authors proposed a classification approach for 
emotions in news articles. They classified emotions 
into fear, joy, and sadness. This method achieved a 
high accuracy of 87.83% and compared it with the 

SVM classifier. 

[46] (2020) Uzbek Daryo 
online news 

SVM, DT, RF, LR, 
Multinomial Naive 

Bayes 

The authors used six algorithms for news article 
classification in Uzbek languages. The approach 

achieved the highest accuracy of 86.88%. 

[47] (2020) Tigrigna 
news dataset 

SVM, DT, LR, RF, 
KNN, etc. 

The authors constructed the Tigrigna news dataset 
and have experimented with eight various 

classifiers. SVM outperformed other classification 
algorithms. Moreover, it achieved the highest 

accuracy. 

We reviewed several papers; Table 1 contains some recent papers. Several scholars 

studied and categorized texts in various languages, such as Korean [33] and Chinese [39]. 

There were still several works available covering Arabic language classification [41], 

shedding light on academic articles based on the usage of classical classifications of 

supervised machine learning, like SVM [34,37], KNN [24,25], Decision Tree [45], and 

Naïve Bayes [7,29]. Although other authors focused on classification through neural 

networks [32] and deep learning [42], the overall output was higher. Finally, it is evident 

that the classification algorithm’s performance in every language was significantly 

impaired by the consistency of the data source, as the unnecessary and repetitive 

characteristics of the data undermined the precision and output of the classifier. 

4.   RESEARCH DESIGN AND IMPLEMENTATION 

Based on the above literature, we proposed a framework to perform text classification 

of English news articles obtained from various Indian news websites. For ease of 

understanding, we divide the proposed framework into three main modules: Data 

Extraction, Data Preprocessing, and Classifier Module as illustrated in Fig. 2. 

First, the dataset is cleaned using data preprocessing. Then, we divide the dataset into 

train and test parts. Train data hold 70%, and test data hold 30% of the dataset. The next 

module trains the classifier to predict the class labels for the collected news articles and 

assign a category label in the next step. Thereby performance evaluation of the classifier is 

carried out using some performance metric. The next section contains a detailed 

explanation of each module. 
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Fig. 2: News article classification process. 

4.1  Data Extraction 

The process starts with a data collection module, in which news articles from seven 

different news websites are crawled, as shown in Fig. 2. Firstly, tweets of various news 

Twitter handles are crawled from Twitter using tweepy. Various news articles were 

extracted from crawled tweet URLs. Further, news article web pages from each news 

website are extracted by visiting each URL. In the module, the data extraction module 

downloads tweets and news articles from seven news websites. 

We have also used a dataset that contains around 75k news headlines with its content 

and category from the year 2012 to 2018 taken from Huff Post. These news articles 

contain eight categories: entertainment, crime, politics, business, world news, sports, 

media, and technology. The percentage of each class of news articles is shown in Fig. 3. 

 

Fig. 3: Percentage of each news article category. 

 

Crime
5%

Entertainment
21%

World News
3%

Politics
44%

Business
10%

Media
6%

Tech
4%

Sports
7%

News articles category
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The dataset that was used is shown in Fig. 4. It contains the first ten lines of the dataset, 

which have eight categories of news articles in CSV format, as shown below. 

 

Fig. 4: Description of the dataset. 

4.2  Data Preprocessing 

The data preprocessing module performs the cleaning of the dataset, which is 

considered to be an important task to achieve good results. Firstly, we perform the 

tokenization of articles; the module changes a group of characters to groups of strings with 

some recognizable meaning. Next, by using the python nltk package, we remove stop 

words such as 'what' and 'the' as these are the words that have minimal prominence and 

occur commonly. 

4.2.1 Label Encoding 

We used the LabelEncoder class from the Scikit-Learn library in python to transform 

categorical text data into model comprehensible numerical data. From the Scikit-learn 

library, we use LabelEncoder class to encode the first column, then fit and transform the 

data of that column. Then, the new encoded data replaced the existing text data. After 

running the LabelEncoder piece of code, we get the following table. 

Table 2: Label encoding for different news category 

Category Name Category Code 

Crime 0 

Entertainment 1 

World News 2 

Politics 3 

Sports 4 

Business 5 

Media 6 

Tech 7 
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4.2.2 Train-test Split 

Our work includes a single labeled classification of the news articles collected from 

seven different news websites. For training and testing purposes, we divided our dataset 

into 70% for training and 30% for testing. The training data set consisted of 52635 labeled 

news articles and the testing set consisted 22558 of news articles. In training data, we have 

used the 10 fold cross-validation, fitted the final model to it, and then evaluated with the 

unclassified data and obtained evaluation metrics that showed as little bias as possible. 

4.3  Training the Classifier 

The training set and the set of labels corresponding to it are the input data for the 

classifier. The labels we used along with training set are: 'Crime', 'Entertainment', 'World 

News', 'Politics', 'Sports', 'Business', 'Media', and 'Tech'. Based on the pre-decided 

category tag, processed news articles were numerically labeled. Because the classifier 

input consists of two vectors, it was essential to vectorize news articles and the labels. 

They functioned as an input to the classifier after the vectorization of these two entities. 

4.4  Testing the Classifier 

The classifier model was tested on the testing data once the classifier was trained with 

the trained data. The classifier predicted the category of the corresponding news articles. 

An example of the news article's 'business' category from the testing set is presented in 

Fig. 5. Naive Bayes classifier performed better, with 93% accuracy. Furthermore, our 

model is sure that the above 'business' article would belong to the same category. 

 

Fig. 5: News article classified as business category. 

4.5  Performance Metrics 

We made use of Scikit-learn to implement all the classification algorithms. The 

performance measurements for classifiers were studied to represent the Act imbalances on 

conventional measuring instruments like accuracy, recall, and precision. These metrics use 

knowledge about the classes currently and projected classes from classification tasks. The 

following confusion matrix may reflect all possible scenarios of the findings. 
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Table 3: Confusion matrix 

       PREDICTED 

ACTUAL 

 Positive Negative 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

 

When an instance belongs to a class, it is considered a positive case, and when an 

instance does not belong to a specific class, it is considered a negative case.  An instance is 

called true positive (TP) when it belongs to the positive case and is appropriately labeled 

as such. The false negatives (FN) are such cases that are incorrectly classified as negative 

cases when they belong to the positive cases. The false positives (FP) are such cases that 

are incorrectly classified as positive when they belong to the negative cases. The instances 

belonging to the negative case are correctly classified as such. These are called the true 

negatives (TN). Below we highlight some of the performance metrics based on the 

confusion matrix. 

4.5.1 Accuracy 

Accuracy is the number of all right predictions the classifier has made divided by the 

overall data collection [48]. The accuracy mathematically expressed as 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
 (1) 

The error rate (ERR) is the sum of all incorrect forecasts separated by the dataset's total 

number. The highest error rate is 0.0, while 1.0 is the worst. The error mathematically 

expressed as 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 =  1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  (2) 

4.5.2. Precision 

The number of articles that are properly identified (True Positive) by the number of 

articles that the classifier estimates corresponds to a specific group (True Positive and 

False Positive). The precision [48] in mathematical form is 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 (3) 

4.5.3. Recall 

The ratio of positive articles correctly predicted to all articles in the actual class is 

termed a recall [49]. The recall is mathematically expressed as 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 (4) 

A good recall implies that much of the positive cases (TP+FN) are rated as positive (TP). 

This situation is likely to result in more FP measurements and lower average precision. A 

poor recall implies we have a significant FN volume (should have been positive but 

categorized as negative). This ensures that we have greater confidence that this will be a 

positive case if we find a positive scenario. 

On imbalanced classification, when scholars use machine learning techniques, 

accuracy is not accurate. In imbalanced conditions, higher accuracy can be obtained since 

all data is predicted as the majority class. Hence, the F1 score and the receiver operating 

characteristic (ROC) curve are accepted as fair measurements by the machine learning 

community. The tradeoff between false positive and true positive is indicated by the ROC 
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curve. When the false positives get overlooked, and the emphasis is distorted, it would 

probably reflect precision only for the true positives. On the other hand, if the real 

positives get overlooked, and the emphasis is distorted for false positives, the ratings 

would most definitely represent the recall. The classifier's efficiency is reflected by the 

area under the curve (AUC). 

4.5.4 F1-Score 

The harmonic mean of precision and recall is the F1 score. If we combine Precision 

and Recall, then it will become the F1 score [50]. The optimal and worst values for F1 

score are 1 and 0, respectively. It is efficient to use one value for measurement instead of 

using two precision and recall values as it combines both. F1 score is presented as 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (5) 

5.   EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS 

For every classification algorithm checked on our dataset, Table 4 displays the 

assessment of comparative results of SVM, LR, KNN, and Naive Bayes algorithms using 

multiple news websites in terms of all mentioned performance metrics. Accuracy and F1 

score are nearly similar. Figure 6 illustrates the analysis of all four algorithms in graphical 

form. 

Table 4: Result table 

 

 

 

 

 

Fig. 6: Comparing all four classifiers. 

In all four classifiers, the Naive Bayes classifier performed better than others with 

93.0% accuracy. Moreover, the worst result was displayed by the KNN classifier at 

72.0%. The best (NB) and worst (KNN) classifier's confusion matrices are shown in Fig. 7 

and Fig. 8. 

Figure 9 shows classifier output by imbalanced ratios. When training data for minority 

groups is sparse compared to other algorithms, Naive Bayes worked better than the other 

Classifier Accuracy Precision Recall F1 Score 

Naive Bayes 0.93 0.93 0.93 0.9 

LR 0.81 0.75 0.79 0.81 

SVM 0.76 0.76 0.76 0.75 

KNN 0.72 0.64 0.52 0.72 
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classifiers. It touched a 0.5 F1 score while the imbalance was 11%, whereas others reached 

22% of the imbalance with the similar F1 score. Nonetheless, the efficiency of the 

classifier will not improve after imbalanced levels dropped to 44%, whereas some 

algorithms eventually demonstrated better results after more class imbalance training data 

were produced. Overall, the lowest result was obtained by the KNN classifier. To attain an 

average F1 score above 0.7, it took an imbalance level of 66 percent, while the majority of 

the classifiers achieved an average F1 score above 0.7 at a 44 percent disparity rate. In the 

most imbalanced conditions, Naive Bayes worked the best. 

 

Fig. 7: Confusion matrix for the Naive Bayes classifier. 

 

Fig. 8: Confusion matrix for the KNN classifier. 
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Fig. 9: Performance of classifiers - Naive Bayes performs best while KNN performs worst. 

 

6.   CONCLUSION  

In this research, for online news posts, we implemented a single-class text classifier 

system. We presented a sample dataset containing approximately 75k news articles sliced 

from seven various websites with their tags. We defined the dataset's collection, cleaning, 

and construction phases. We analyzed our dataset by adding four distinct classifiers. We 

used Naïve Bayes and several other classification algorithms for classification and 

performed a comparison of different classifiers’ outcomes from seven various sites on the 

same dataset, and the findings confirm that Naïve Bayes showed better performance than 

most classifiers; when working with various news datasets, it offers sufficient 

classification accuracy. This study has many possible extensions. Our future aim is to 

discover and implement a classification methodology in various regional languages. 
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