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#### Abstract

In this paper we describe the construction of a spell checker for Sinhala, the language spoken by the majority in Sri Lanka. Due to its morphological richness, the language is difficult to enumerate completely in a lexicon. The approach described is based on n-gram statistics and is relatively inexpensive to construct without deep linguistic knowledge. This approach is particularly useful as there are very few linguistic resources available for Sinhala at present. The proposed algorithm has been shown to be able to detect and correct many of the common spelling errors of the language. Results show a promising performance achieving an average accuracy of $82 \%$. This technique can also be applied to construct spell checkers for other phonetic languages whose linguistic resources are scarce or non-existent.
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## I. Introduction

SPELL checking deals with detecting misspelled words in a written text and possibly assisting users in correcting them with the use of a dictionary or otherwise. Spell checkers are well-known components of word-processing applications. In addition, spell checkers are widely used in other applications such as Optical Character Recognition (OCR) systems, Automatic Speech Recognition (ASR) systems, Computer Aided Language Learning (CALL) Software, Machine Translation (MT) systems and Text-toSpeech (TTS) systems [1] [2]. The history of automatic spelling correction goes back to the 1960s [3]. Even after decades of extensive research and development, the effectiveness of spell checkers remains a challenge today.

Common spelling mistakes can be classified into two broad categories: 1) non-word errors, where the word itself

[^0]is invalid (i.e. not present in a valid lexicon) and 2) realword errors, where the word is valid yet inappropriate in the context [3] [1] [2]. Based on above categorisation, the task of spelling correction can be classified into two approaches: isolated-word correction and context-sensitive error correction. Real-word errors are usually recognized and corrected using non-context-sensitive spelling error correction approaches [3]. Context-sensitive spelling error correction is more complex and requires advanced statistical and Natural Language Processing (NLP) techniques.

In this paper, we focus on detecting and correcting nonword errors, especially to address a prominent issue prevalent in written Sinhala, casually referred to as "na-Na-la-La" dissension. A data-driven algorithm based on n-gram statistics is proposed to solve these spelling problems. In addition, the proposed algorithm is also capable of addressing common spelling errors due to phonetic similarity of letters. At present, there is no published work on Sinhala spell checking. To the best of the our knowledge, this is the first implementation of a spell checker for Sinhala using a data-driven approach.

The rest of this paper is organized as follows: Section II summarizes the related work in this area. Section III gives an overview of the linguistic features related to Sinhala spelling and describes the core spell checking algorithm implemented while Section IV presents an evaluation of the current system. Section V discusses the main findings of the research. Finally, the paper concludes with a summary of the current research and discusses future research directions.

## II. Related Work

Spell Checkers for European languages such as English [3] are well developed. Literature concerning spell checkers in Indic languages such as Assamese [2] Bangla [4] [1] Malayalam [5] Marathi [6] and Tamil [7] are less well developed. However, similar research in several other languages, including Sinhala, is underway and need special attention owing to morphological richness.

Several commercial products [18] of Sinhala spell checkers have been announced in recent years. Work on open-source spell checkers has also shown an increase recently. Hunspell (the spell checker of OpenOffice.org, Mozilla Firefox \& Thunderbird, Google Chrome, Mac OS X and Opera [19]) has support for Sinhala on OpenOffice.org through extensions [20]. A dictionary-based spell-checker is available for Mozilla Firefox as an add-on [21].

Furthermore, there is a Sinhala search-engine [22] that uses a dictionary-based technique to automatically correct spelling mistakes in query strings. Unfortunately, none of these spell-checkers have been systematically assessed or benchmarked.

One of the major issues worth noting in implementing spell checkers in these languages is resource deficiency. Morphological analyzers, tagged corpora and comprehensive lexica are scarce for many languages including Sinhala. Moreover, due to the rich morphological features of these languages, developing entirely rule based systems or integrating with existing open-source spell checkers such as Aspell are arduous tasks. Therefore, the research in Spell checker development in languages such as Sinhala has many unresolved issues.

The problem of spell checking has been addressed using edit distance based approaches, morphology and rule based approaches, dictionary-lookup and reversed dictionary lookup techniques, n-gram analysis, probabilistic methods, and neural nets [3] [9] [1] [4]. Of these, morphology based approaches [5] [6] [7] [2] and reverse dictionary lookup techniques [1] [4] [5] are the most popular ones used in Indic languages, most of which have to deal with rich morphology. Probabilistic or data driven approaches are scarcely reported due to the lack of resources such as corpora, although n-gram based approaches are shown to be effective in addressing spelling errors in other languages [9] [3].

## III. Methodology

A rigorous linguistic analysis and a literature survey were carried out to investigate the factors leading to most common non-word spelling errors in Sinhala. Based on this linguistic analysis and a thorough analysis of a text corpus, an algorithm is proposed to detect and correct spelling mistakes typically found in Sinhala writing.

## A. Linguistic Analysis

Sinhala is diglossic; its spoken form is different from its written form. Sinhala orthography consists of 60 graphemes and an estimated 40 phonemes [10]. The study revealed that most of the non-word spelling errors occur due to three factors: 1) the phonetic similarity of Sinhala characters, 2) irregular correspondence between Sinhala graphemes and phonemes, and, 3) the lack of knowledge of spelling rules.

In Sinhala, non-word spelling mistakes are largely due to the fact that several graphemes correspond to a single phoneme [10]. The most prominent cases are elaborated in the following sections.

## 1) The Pronunciation and Orthography of Aspirated and Unaspirated Consonants

According to Disanayaka [11] the Sinhala writing system contains 10 graphemes for representing aspirated consonants
 $/ \mathrm{p}^{\mathrm{h}} /$, $\supset / \mathrm{b}^{\mathrm{h}} /$ ) and 10 graphemes for representing unaspirated
 द̨/d/, ও /p/, อ /b/ ).

The aspirated consonants occur in words borrowed from Sanskrit or Pali languages. However, they are generally not pronounced differently from their unaspirated counterparts [11] [10] [12]. This particular gap between the written language and the spoken language has led to some common spelling errors in Sinhala.

Among the letters representing aspirated consonants, the letters ' 2 ' $/ \mathrm{d} 3^{\mathrm{h}} /$, ‘త' $/ \mathrm{t}^{\mathrm{h}} /$ and ' $\vartheta$ ' / $\mathrm{p}^{\mathrm{h}} /$ are rarely used, while the rest are frequent. Furthermore, it can be seen that these aspirated letters can appear at the beginning, middle or end of a word. Hence, it is difficult to establish linguistic rules for the proper usage of unaspirated and aspirated letters in Sinhala writing.
2) Retroflex and Dental Letter Confusion: The 'na-Na-la-La' Dissension
The most common spelling errors in Sinhala are due to the retroflex and dental letter confusion. In spoken Sinhala, several graphemes that represent corresponding retroflex consonants are actually pronounced in an intermediate alveolar-like position. The graphemes ' $\sigma$ ' and ' $E$ ' represent the retroflex nasal $/ \eta /$ and the retroflex lateral /// respectively. But they are pronounced in the same manner as their respective alveolar counterparts ' $\Omega$ '-/n/ and ' $e$ ' $-/ l /$ [12] [10]. When pronouncing the above consonants, not much attention is paid to the distinction of the place of articulation (i.e. all of them are pronounced as alveolar sounds), but the distinction of retroflex and dental letters (though pronounced as alveolar consonants) is stressed in the writing system. This confusion inevitably leads to spelling errors.

In the literature, these errors are commonly known as "na-Na-la-La" (/na/-/nə/-/la/-/lə/) Dissention ('ŋ-ぁぁ - е-e’ errors). Linguists believe that clear guidelines or a mechanism had been present to describe the correct usage of retroflex-dental letters until the end of $13^{\text {th }}$ century [13]. However, due to various reasons, these guidelines no longer exist [13].

By analyzing the language, several rules can be defined to minimize the confusion between retroflex and dental letter usage. Some rules can be defined by considering the phonological transformation rules applied for words derived from other languages. In addition, some more rules can be derived by analyzing the usage and the context of retroflex and dental letters (i.e. ' $\curvearrowleft, \boldsymbol{\infty}, \mathfrak{e}$, e'). See Sections 1-4 of the Appendix A for linguistic rules concerning the use of the above retroflex and dental letters.

Rules of the former type are extremely complex. A layman lacks the requisite linguistic knowledge to apply such rules to decide whether to use retroflex or the dental letter in spelling a given a word.

For example, see the rule described in Appendix A 1.2:

1. Intervocalic Sanskrit and Pali $/ \eta /$ does not get evolved [14].
 /n/ [14]

```
/unu/, com /unə/
```

All words used in this example are used in modern Sinhala writing, yet, a layman would not normally know which words are borrowed 'as is' from foreign languages (such as Sanskrit or Pali) and which words are of the derived kind. Therefore, without this knowledge, one might fail to apply the above rule and use the dental letter ' $\wp$ ' instead of retroflex letter 'बo' (or vice versa) in certain words causing spelling errors.

## 3) The Pronunciation and Orthography of the Retroflex and Palatal Sibilants

In Sinhala, the grapheme ' $\circledast$ ' that represents the retroflex sibilant $/ \mathrm{s} /$, is pronounced as the palatal sibilant 'ఠ๑'-/ $/ \mathrm{l} /$. As with the case of graphemes for representing aspirated sounds, the above two graphemes were also borrowed from Sanskrit. Here too, though the distinction of the place of articulation is not prominent in pronunciation, the correct grapheme has to be used in writing. It is possible to define some linguistic rules on the correct use of above graphemes (See Sections 5 and 6 of the Appendix A). It should be noted, however, that not all cases are covered by such linguistic rules. Hence, it can be seen that the confusion between above two graphemes has lead to some spelling errors.

## B. Error Detection and Correction Methodology

The algorithm for spelling error detection and correction is described below. It is based on n-gram statistics computed from the UCSC Sinhala Corpus [23]. The computed word unigram frequencies and the syllable bigram and trigram frequencies are effectively utilized in addressing the prominent "na-Na-la-La" dissension as well as other spelling errors described in Section III-A above.


Fig. 1. Core Modules and the Overall Architecture of the Spell Checker

Our algorithm is based on the assumption that the majority of users of the language write using correct spellings. In other words, we assume that the frequency of valid words (i.e. words with correct spelling) appearing in the corpus is higher than the frequency of invalid words. The core modules and the overall architecture of the spell checker are illustrated in Figure 1.

The main algorithm of the Sinhala spell checker is given in Figure 2. Each module has been implemented as a function and the algorithm corresponding to each function is given after the description of each module.

```
ProcessedWordList=PreProcess(InputText)
    for each word w in ProcessedWordList
        PermutationList=GeneratePermutations(w)
        BestSuggestion=SelectBestSuggestion
        (PermutationList, w)
            if BestSuggestion is not equal to w
            then
            SubstitutionList[w]=BestSuggestion
        end if
    end for
OutputText=PostProcess (InputText,
SubstitutionList)
Display(OutputText)
```

Fig. 2. The Main Algorithm of the Spell Checker

## 1) Pre-Processing Module

The input to the system is Unicode text. In the preprocessing module, the system first tokenizes the text stream and builds a list containing unique Sinhala words found in the text. Each word is then compared with an exception word list. If a word is found to be in the exception word list, it will be removed from the unique word list, hence from further processing. The exception word list contains a list of homophones and valid spelling variants. A total of 1188 words identified mainly from literature [15] are included in this exception list. Several examples for homophones
 /tanə/ - breast, ๖ண - /tanə/- grass\}, spelling variants include \{c๑๕е -/ulelə/ - ceremony, с๑ৎе - /ulelə/ -
 /kusələta:/ - skills\}. Homophone disambiguation requires contextual information as well as advanced Natural Language Processing (NLP) techniques and is beyond the scope of this paper. The algorithm in its current form is only capable of processing isolated words. Therefore, homophones and spelling variants are excluded from further processing. Each word in the processed unique list is then passed to the permutation generation module.

## Pre-Processing Algorithm

Function PreProcess takes the input text as a parameter and returns a list of unique Sinhala words found in the input text but not in the exception word list.

```
PreProcess(InputText)
    TokenizedWordList = Tokenize(InputText)
for each word w in TokenizedWordList
        if w is Sinhala and
            w is not in UniqueWordList and
            w is not in ExceptionWordList then
            append w to UniqueWordList
        end if
    end for
    return UniqueWordList
```

Fig．3．Pre－Processing Algorithm

## 2）Permutation Generation Module

As identified in the Section III－A，phonetic similarity of letters can cause spelling mistakes in a word．Similar sounding groups of letters found in this exercise include




The permutation－generation module accepts a Sinhala word processed by the pre－processing module and generates permutations by searching the word for above similar sounding letters and substituting them with their corresponding letters that belong to the same group．Among the generated words，there can be words with correct spellings，the given（source）word itself and words with incorrect spellings．For example，given the word＇ఱ⿴\zh11⿰一＇－
／supatalə／－popular，the module will generate and return a





## Permutation Generation Algorithm

The function GeneratePermutations accepts a Sinhala word processed by the PreProcess function and returns a list containing all generated permutations．The permutations are generated by searching the word for similar sounding letters and substituting them with corresponding letters that belong to the same group．

```
GeneratePermutations(w)
```





```
    PermutationList=[]
    for each letter l in w
        if l found in SimilarLetterGroup g
            for each SimilarLetter in g
                w = replace l with SimilarLetter in w
                if w not in PermutationList
                append w to PermutationList
                results = GeneratePermutations(w)
                append results to PermutationList
                end if
        end for
    end if
    return PermutationList
```

Fig．4．Permutation Generation Algorithm

## 3）Best Suggestion Selection Module

This is the core module of the algorithm．This module involves the detection and correction of spelling errors．The n－gram statistics computed from the UCSC Sinhala Corpus is used in this module．A distinct word list along with word frequencies（word unigram frequencies），syllable trigram frequencies and syllable bigram frequencies have been pre－ complied and stored in a database for fast retrieval and efficient processing（See Section V for details of the bigram and trigram counting algorithm）．

In the first step，word unigram frequencies obtained from the corpus are used to rank the words generated from the permutation generation module and to choose the best suggestion among the generated words．The word unigram frequency corresponding to each generated word is obtained from the database．The word with the highest frequency is chosen as the best suggestion．If none of the generated words are found in the corpus，i．e．the word unigram frequencies returned zero for all the generated words， syllable trigram and bigram frequencies are used to select the best suggestion in the successive steps．If the generated word consists of more than three syllables，it will be divided into overlapping sequences of three syllables．Then，for each three syllable sequence，the corresponding pre－computed trigram frequencies are obtained from the database and summed up to get an overall score for the generated word．If the summed up trigram frequencies yield zero for a certain word，the word will be divided into repetitive chunks of two syllables and pre－computed syllable bigram frequencies will be summed up to get an overall score for the word． Similarly，if the generated word consists of two syllables， the syllable bigram frequency is used．Generated words are sorted according to the overall score obtained．The word with the highest score is chosen as the best suggestion． Output of this module is the best suggestion for a given word．The functionality of the above module is explained below using examples．

Example \＃1：Suggestion of the best word using word unigram frequencies．

```
Input word: ఐֻG⿱一𧰨口
```




Step 1：Obtaining the corresponding word unigram frequencies from the corpus．

Step 2：Selecting the best suggestion（word with the highest frequency）

Best suggestion：ఐృ

Example \＃2：Suggestion of the best word using syllable trigram frequencies．
 spellings meaning falter－the word with the correct spelling is not included in the word unigram list．）






Overall word score computation method for the word

Step 1：Decomposition of the word into repetitive three syllable sequences．

Step 2：Obtaining the syllable trigram frequencies for above syllable sequences from the database．

Step 3：Adding above frequencies to obtain the overall score for the word
 when computed using syllable trigram frequencies．Overall scores will be computed for the other generated words in the same manner．
Words are then sorted according to the computed scores and the word with the highest score is returned as the best word．
The best word suggested for the above input word for instance is：๕てかっとわอง．

If summed up syllable trigram frequencies yield zero for all generated words，the word will be passed to the bigram computation component．The best word selection using the bigram computation component operates in a similar manner to the trigram computation method explained above．

Example \＃3：Suggestion of the best word using syllable bigram frequencies．
 spellings meaning firefly－the word with the correct spelling is not included in the word unigram list．）






Overall word score computation method for the word


Step 1：Decomposition of the word into repetitive two syllable sequences．
ఎ๑นో

Step 2：Obtaining the syllable bigram frequencies for above letter sequences from the database

$$
2630
$$

Step 3：Adding above frequencies to obtain the overall score for the word
 of 2875 when computed using syllable bigram frequencies．Hence it is selected as the best suggestion． As the output of this module，a list （SubstitutionList）containing the original words and their corresponding best words is returned（e．g．

SubstitutionList［＇खృత్రొ＇］＝＇றุలియ＇，
 etc）．

## Best Suggestion Selection Algorithm

The function SelectBestSuggestion accepts a generated permutation list and selects the best suggestion from the list based on word unigram，syllable bigram or syllable trigram frequencies．

```
SelectBestSuggestion (PermutationList,
OriginalWord)
\#\# uni-gram comparison
    HighestUnigramFrequency \(=0\)
    BestWord = OriginalWord
    for each word \(w\) in PermutationList
            WordUnigramFrequency =
                GetUnigramCountFromDB (w)
            if WordUnigramFrequency >
                HighestUnigramFrequency then
            HighestUnigramFrequency =
                WordUnigramFrequency
            BestWord \(=\mathrm{w}\)
        end if
    end for
\#\# tri-gram comparison
    if BestWord is equal to OriginalWord
    then
        HighestTrigramScore=0
        BestWord=OriginalWord
        for each word \(w\) in PermutationList
            ThreeSyllableChunks=[]
            if length of \(w>3\) then
                ThreeSyllableChunks =
                    DecomposeWordIntoTrigrams (w)
            WordTrigramScore=0
            for each ThreeSyllableChunk in
            ThreeSyllableChunks
                WordTrigramScore =
                    WordTrigramScore +
                    GetTrigramCountFromDB
                    (ThreeSyllableChunk)
            end for
            if WordTrigramScore >
            HighestTrigramScore then
                    HighestTrigramScore =
                    WordTrigramScore
                    BestWord=w
            end if
            end if
        end for
    end if
```

```
## bi-gram comparison
    if BestWord = OriginalWord
        then
        HighestBigramScore = 0
        BestWord = OriginalWord
        for each word w in PermutationList
            TwoSyllableChunks = []
            if length of w > 2 then
                TwoSyllableChunks =
                DecomposeWordIntoBigrams(w)
                    WordBigramScore = 0
                    for each TwoSyllableChunk in
                TwosyllableChunks
                WordBigramScore =
                    WordBigramScore
                    + GetBigramCountFromDB
                    (TwoSyllableChunk)
                    end for
                    if WordBigramScore >
                HighestBigramScore then
                HighestBigramScore =
                        WordBigramScore
                        BestWord = w
                end if
            end if
        end for
    end if
    return BestWord
```

Fig．5．Best Suggestion Selection Algorithm

## 4）Post Processing Module

In this module，the input text will be scanned from the beginning and the words that are in the substitution list are replaced with the best suggestions．This methodology preserves the original formatting information of the text， including non－Sinhala words，numerals，punctuations and space among others．

## Post Processing Algorithm

The function PostProcess accepts the original input text and the substitution list as the parameters．It will scan the input text for the words that are in the substitution list and replace them with corresponding best suggestions． Then，it will return the output text，which will be rendered by the display function．

```
PostProcess(InputText, SubstitutionList)
    OutputText = InputText
    for each word w in OutputText
        if w is in SubstitutionList then
            replace w in OutputText with
                SubstitutionList[w]
        end if
    end for
    return OutputText
```

Fig．6．Post Processing Algorithm

## IV．Evaluation and Results

There is neither a standard lexicon for Sinhala spell checker evaluation，nor previous work reported for

TABLE I
Evaluation Results of Subasa Spell Checker

| Test <br> No． | Total <br> Number of <br> Words | \＃of correct <br> suggestions | \＃of <br> incorrect <br> suggestions | Accuracy（\％） |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 5505 | 4728 | 777 | 85.89 |
| 2 | 5505 | 4616 | 889 | 83.85 |
| 3 | 5505 | 4588 | 917 | 83.34 |
| 4 | 3304 | 2501 | 803 | 75.70 |

comparing with．Therefore，in order to evaluate our system， we used 5505 words obtained from a well known printed dictionary of inherently difficult and commonly misspelled words［15］as the baseline．

The first test was straight forward．Each entry was passed to the system and the output of the system was compared with the original entry．The second and third tests were much more stringent．The second test involved programmatically altering the original entries of the test data set so that all the dental letters were replaced by their corresponding retroflex letters．Furthermore，the unaspirated letters were replaced by their aspirated counterparts．These words were then used as the input to our spell checker，and the output was compared with the original unaltered entries． Similarly，in the third test，the aspirated letters in the original entries were altered to the corresponding unaspirated counterparts and dental letters were replaced by the corresponding retroflex letters．These words were then analyzed by our speller．The output was compared with the original unaltered entries．A fourth test was carried out by obtaining 20 randomly chosen blog articles published online ［24］．The articles were analyzed for spelling errors by our system．For each of the above tests，the errors detected by our system were manually analyzed by an expert．The analysis revealed that our system has wrongly identified a small number of words as invalid（false negatives）． Moreover，a few words which were identified as valid by our system were actually invalid（false positives）．The test results are summarized in Table I．

The results show an overall accuracy of over $82 \%$ for the proposed algorithm．Manual analysis of the words that were wrongly suggested by our system as correct revealed that these words are not found in the corpus．Therefore，such words were suggested by the trigram or bigram calculation methods described in Section III－B－3．Prominent observations made by further analyzing such words are given below：

1． qate $^{2}$ is a commonly used prefix in Sinhala．It has a higher syllable bigram and syllable trigram frequency． Therefore it can be erroneously substituted for वृَ⿹勹口y suggest a word with incorrect spelling．

2．The bigram frequency of the letter sequence－бn－ shows that it is one of the most frequently used phonemic combination．Therefore，it can be erroneously substituted for - －$\sigma^{\infty}$－producing a word with incorrect spelling．

3. The trigram frequency of the suffix -ర๐ə shows that it is one of the most frequently used phonemic combination in the language. Therefore, it can be erroneously substituted for -ర๔్తూ


TABLE II
Evaluation Results of Microsoft Office Spell Checker

| EVALUATION RESULTS OF MICROSOFT OFFICE SPELL CHECKER |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Test <br> No. Total <br> Number of <br> Words \# of correct <br> suggestions \# of incorrect <br> suggestions <br> Accuracy <br> $(\%)$    <br> 1 5505 3453 2052 <br> 2 5505 1668 3837 <br> 3 5505 2416 3089 <br> 4 3304 2131 1171 |  |  |  |  |

TABLE III
Evaluation Results of Open Office Spell Checker

| Test <br> No. | Total <br> Number of <br> Words | \# of correct <br> suggestions | \# of incorrect <br> suggestions | Accuracy <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 5505 | 1078 | 4427 | 19.58 |
| 2 | 5505 | 720 | 4785 | 13.08 |
| 3 | 5505 | 1047 | 4456 | 19.02 |
| 4 | 3304 | 2443 | 861 | 73.94 |

4. Similarly, the trigram frequency of the suffix -oocos is one of the most frequently used phonemic combinations in the language. Therefore, it can be erroneously substituted for - own.

To compare the effectiveness of our algorithm against currently available algorithms used by popular applications, we then performed the same tests on Microsoft Office Sinhala Spell Checker and Sinhala Ubiquitous Spell Checker version 3.0.1-beta-1 for OpenOffice.org. In all of these tests, we used the first correction the particular spell checker suggested if it identified an incorrect word. We made the assumption that these spellcheckers suggested corrections based on priorities and relevance and the first suggestion was the most appropriate correction for the relevant error.

Table II summarizes the test results for the Microsoft Spell Checker. It shows an overall accuracy of $50.35 \%$. For naturally occurring text (blog corpus) it reports an accuracy just above $64 \%$, which is not very useful in practice. Table 3 summarizes the test results for the Sinhala Ubiquitous Spell Checker version 3.0.1-beta-1 for OpenOffice.org. These results show an average accuracy of $31.41 \%$, a lower value compared to the Microsoft Office Spell checker. However, it shows a better performance of over $73 \%$ for the blog text where spelling mistakes are not deliberate.

From these tests it is evident that our algorithm performs better in naturally occurring text, and much better in extremely bad cases of misspelling such as those simulated for tests 1,2 and 3.

## V. Discussion

The n-gram statistics used in this spell checker were precompiled and stored in a database. The current database contains 440022 unique words with their frequency of occurrence in the corpus (word unigrams), 166460 distinct three syllable sequences (syllable trigrams) with their frequency of occurrence and 46878 two syllable sequences (syllable bigrams) with their frequency of occurrence. Our algorithm, combined with these statistics, is capable of processing virtually any given word. The algorithm used to calculate the syllable trigram frequencies is listed below:

```
for each TextFile in the text corpus
    Tokens=Tokenize(TextFile)
for each Token in Tokens
Chunuks
=DivideTokenIntoThreeSyllableChunks()
    for each ThreeSyllableChunk in Chunks
        if ThreeSyllableChunk is in Database
        then
            Occurrence=Occurrence+1
        else if
            InsertIntoDatabase (ThreeSyllableChunk)
            Occurrence=1
        end if
    end for
end for
end for
```

Fig. 7. Syllable Trigram Frequency Algorithm
The syllable bigrams were calculated in a similar manner.

In our algorithm, the complexity and efficiency lie in the permutation generation module. In this paper, we define the term 'complexity' as the maximum number of words that can be generated for a given word. Using the same distinct word list obtained from the corpus, a few experiments were carried out to find the most complex Sinhala word (Additional details of these experiments are given in Appendix C). The study revealed that a word of local origin,
 3072 permutations. This word can be further inflected as
 generated words up to 6144. Moreover, some lengthy borrowed words from Pali such as

 to 12288 permutations due to further inflections (e.g.
 not used in everyday writing. Analysis of words with complexity higher than 6144 revealed that most such words are borrowed words that are no longer used in ordinary Sinhala writing. Some other words in the test set were found to be erroneous words (e.g. words with Unicode conversion errors, non-delimited words etc). Though it is safe to declare 6145 as the threshold for the complexity, allowing room for inflections of borrowed words and in order to shield the
system from intentional attacks, we have set a threshold of 20000 as the maximum complexity that can be handled by the current implementation of our algorithm. The reason for this limitation is to avoid deliberate attempts to break the system by inputting a letter sequence with extremely high complexity. Any input that will result in more than 20000 permutations will be left unprocessed. Such words will be specially marked as 'unchecked' in the output. All modern computers are capable of handing large amounts of data in a fast and reliable manner due to increased memory capacity and high-speed parallel processing capabilities. Therefore, the generation of 20000 permutations can be completed within a negligible amount of time. Furthermore, the study revealed that the word length does not significantly affect the complexity of a word (See Appendix C for details). The average word length (i.e. the number of Unicode code points) of Sinhala words was found to be 4 . The locally originating maximum length word was found to be
 interesting to note that there can be extremely lengthy borrowed words (from Pali or Sanskrit) such as
 though such words are very rare in modern texts.

## VI. Conclusion and Future Work

The implementation of an n-gram based spell checker for Sinhala has been discussed in this paper. By substituting phonetically similar characters in a given word, permutations are generated and sent to the best suggestion selection module. The best suggestion selection module uses three techniques for ranking the generated permutations. The three techniques are based on word unigram frequencies, syllable trigram frequencies and syllable bigram frequencies, which are pre-computed from a raw text corpus. Empirical evaluation of our algorithm using four different test cases has revealed extremely promising results.

A platform independent desktop application with a graphical user interface (GUI) and a web-based version of the same have been developed using the Python programming language to demonstrate the functionality of the proposed algorithm. The usage of the applications are described in Appendix B. The accuracy of corrections suggested by the algorithm can be increased by simply adding non-existing words to the distinct word list and by increasing the unigram frequencies of words with correct spellings. It is expected to incorporate a crowd source based automated mechanism for improving the accuracy of the current spell checker.

Further enhancements planned include the optimization of the permutation generation module by storing and processing data using a Trie [3] data structure. This will help to effectively prune a large number of generated words to only those that appear in the distinct word list. The current algorithm is only capable of addressing substitution errors. The success of the application of the Reverse Dictionary

Lookup methodology for other Indic languages [1] [4] [5] has motivated us to attempt the same approach for Sinhala. This will enable the algorithm to capture other types of spelling errors such as insertion, deletion and transposition [3] [4]. Research is underway to investigate the incorporation of the n-gram score computation methodology proposed in [9] for this purpose.

The algorithm applied for Sinhala, can also be used to construct spell checkers for other languages in which linguistic resources are scarce or non-existent. It is of particular relevance to languages which have rich morphology and thus are difficult to completely enumerate in a lexicon. Furthermore, the same algorithm can be utilized for the identification of homographs and common spelling mistakes found in Sinhala. To the best of our knowledge this is the first study and evaluation of a Sinhala spell checker algorithm. This study has opened up new opportunities for further research and will provide a baseline for comparison and evaluation of Sinhala spell checking algorithms in future.

## ApPENDIX A

## Sinhala Spelling Rules

## 1. Use of Retroflex $/ \eta /$ in Sinhala

1. Intervocalic Sanskrit and Pali $/ \mathrm{F} /$ does not get evolved [14].
 > б记身 / ruhunu/
 $\sigma_{6} / \mathrm{V} /$ [14]
 /unu/, com /una/
2. Retroflex $/ \mathrm{V} /$ is used in front of a retroflex consonant. Retroflex consonants are $\partial / \mathrm{t} / \mathrm{\omega} \omega / \mathrm{t}^{\mathrm{h}} /$, ® / d/ , ఉ / d $/$ /
 อహฉృ / tanda:lə/ Exceptions:
i. Dental $\curvearrowleft / n /$ is used before a retroflex consonant in words borrowed from western languages [16].
ฉrafio / kæntimə/
ii. Dental $\curvearrowleft / n /$ is used without a vowel before the letter /t/ in dative case nouns [16].

iii．In Sinhala，the suffix $\partial /-$－$\partial /$ occurs in infinitives．In that case the $/ n /$ in front of it doesn＇t appear as a retroflex $/ \mathrm{\eta} /$ ．
 ／kijantə／
4．In certain constructions，germinated $/ \mathrm{V} /$ occurs．But those constructions belong to Indian languages．
Examples：Cช゚ఆ؟อయోయ／uppələvanఇŋ／，

5．Retroflex $\sigma_{\sigma} / \mathrm{n} /$ is used after $\sigma / \mathrm{r} /$ in nouns and adjectives［15］．
 わбぇ／taruna／
Exceptions：
i．Dental $\Omega / n /$ is used before the letter $\sigma$ ／r／in nouns．
Examples：๑ணっరかs／toran／，ars／ræ：n／， ๑రวঞ̛＇／ron／［16］
ii．Dental $\wp / n /$ is used after the letter $\sigma / r /$ in verbs［15］．
Examples：ゅరఐอృ／kərənəva／，๑రఐอง

iii．In present participles，the suffix ๑ノ／－ñ／ occurs．It is not written as a retroflex $/ \eta /$ in the vicinity of $\sigma / \mathrm{r} /$ ．

Present participle Noun
 ／marənə／
iv．Dental $\Omega / n /$ is used in the imperative verb suffix 包／－nu／．

darənu／，๒8®®／harinu／
6．In certain evolved words，$/ \mathrm{n} /$ appear in original words．In certain borrowed words $\sigma$ $/ \mathrm{r} /$ is not fully recorded．But half of it is called rakaransa．In the vicinity of Rakaransa retroflex $\sigma_{0} / \eta /$ is written．


7．Retroflex $\sigma_{\pi} / \eta /$ is used after the retroflex $๕$ ／s／．



8．In the honorific suffix ¢ृった／－a：nə／and its variations always occurs $\sigma_{0} / \mathrm{\eta} /$［14］．

Example：сَ ani／

9．Retroflex $/ \mathfrak{n} /$ is used in suffixes that nə／and／－ni／in intransitive past tense verbs．

10．Retroflex $\sigma_{0} / \mathrm{n} /$ is used in suffixes that $\sigma_{\text {g }} /-$ $\eta \mathrm{u} /$ and $\boldsymbol{\sigma}_{\mathrm{m}} /-\eta \rho /$ in ancient intransitive verb particles．
Examples：／nu／万n／nə／


2．Use of Dental $\Im / n /$ In Sinhala
1．Sanskrit／rn／＞Pali fon $/ \mathrm{n} />$ Sinhala n／n／［14］


 Sinhala $\curvearrowleft / n /[14]$


3．Sanskrit $/$ egn／＞Pali $/ \mathrm{n} /$ ，$/ \mathrm{nn} />$ Sinhala m／n／［14］
Example：eqosi／dzna：tii／＞ ／næ：／
4．Sanskrit $x_{\infty} / \mathrm{nj} /$ ， $\cos _{\infty} / \mathrm{nj} />$ Pali $>$ Sinhala m／n／［14］
 ઉ๘f／pin／
 $>$ Sinhala $n /$ n／$/[14]$
 ษっ／pænə／
6．Sanskrit $\varkappa_{\infty} / \mathrm{n} />$ Pali $\curvearrowleft / n />$ Sinhala $\curvearrowleft / n /$ ［14］
 ／nibba：ñ／＞ऊอگฺ／nivan／

7．Dental $\sim / n /$ is used without a vowel in front of a dental consonant．Dental consonant are m




 జิઝi\＆$/$ sindu／


8．If a Sinhala word contains a geminated nasal consonant it should be dental $\Omega / n / n /$ ．

／vannam／，อชi々f／vanni／
9．Dental $\curvearrowleft / n /$ is used without a vowel before es ／s／［16］．


10．The nasal that occurs at inanimate noun roots which ends in \＆$/ \mathrm{i} /$ or $\mathrm{C} / \mathrm{u} /$ is dental $\wp / \mathrm{n} /$ ． When singular suffix \＆\＆$/-\partial /$ occurs at end position of a word the last consonant doubles．
Examples：ふో ／otunu／，દ̨ŋ̨／duñu／
11．Dental $\mathrm{m} / \mathrm{n} /$ is used after $\omega / \mathrm{s} /$ or $\operatorname{co} / \mathrm{S} /[17]$ ．
 องఱొง／va：səna：／，๑ఙ゚๖ァ／se：ña：／
 ／prəka：fənə／，વૃววง／／ün̄jə／
12．Dental $\sim / n /$ without a vowel is used in endings of noun roots．

13．Dental $\wp / n / n$ is used after $\sigma / \mathrm{r} /$ in compound nouns．

 ／banda：rəna：jəkə／
3．Use of Retroflex $\in / / / /$ in Sinhala
1．Sanskrit and Pali $\partial / \mathrm{t} /$ ，$\omega / \mathrm{t}^{\mathrm{h}} /$ ，๑／ $\mathrm{d} /$ ，$\omega / \mathrm{d}^{\mathrm{h}} />$
Sinhala e／l／（Jayathilake，1937）

2．Pali $\in / / />$ Sinhala $\in / / /[17]$

द̨巴／dalə／

3．Sanskrit and Pali $\quad / \mathrm{V} />$ Sinhala $e / / /$［17］

／vaniduça：／＞๑อ๑๕६／vele ${ }^{\mathrm{n}} \mathrm{d}$ ə／
4．Where both $e / l /$ and $e / l /$ obtain as alternatives in Pali Sinhala generally adopts the latter e／／ ［14］．
 ／dililindu／
5．Retroflex $\in / / /$ is used on behalf of $\sigma / r /$ in past participles which are composed from verb roots ending in $\sigma / r /$ ．
Examples：هठ／karə／－ఐe／kalə／
๑ర／marə／－๑e／malə／
6．Prefix $\overparen{B} / \mathrm{pili} /$ ，which is derived from a Sanskrit prefix $\mathrm{g}^{\circ} /$／proti－／，is used with retroflex $\in / / /$ ．



7．Retroflex $\in / /$ is used excessively before the nasalized consonants $๓ /{ }^{\mathrm{n}} \mathrm{g} /, \varepsilon_{\uparrow} /{ }^{\mathrm{n}} \mathrm{d} /$ ，＠$/ \mathrm{m} \mathrm{b} /$ ．
 ／kola ${ }^{\mathrm{m}}$ bə／［15］
Exceptions：
1．Following words use the dental $\bigodot$／／［15］．

4．Use of Dental $\mathcal{C} / / /$ in Sinhala
1．Sanskrit and Pali e／l／，ée／ll／＞Sinhala e／l／
 ［17］
2．Sanskrit and Pali $\sigma / r /, \infty / n />e / l /[14]$ ．

อљ /vanə/ > อé /val/

3．The Halant form $\mathbb{e} / 1 /$ occurring at the end position of noun roots is always the dental $\mathfrak{e} / 1 /$ ．When such words combine with the vowels，they retain the dental e $/ 1 /$ ．

 ／karal／

4．When doubling the word－end consonant in the inflection of noun roots ending in ஃ $/ \mathrm{i} /$ or $\mathrm{C} / \mathrm{u} /$ ，the dental $\mathfrak{e} / l /$ is retained．



## 5. Use of Retroflex \& $/ \mathrm{s} /$ in Sinhala

1. Retroflex ఆ/s/ is used after $\infty / \mathrm{k} /$ without a vowel.
 /b ${ }^{\text {hiksu }}$ /
2. Retroflex ঞ / $\mathrm{s} /$ is used without a vowel before the letters of $\partial / t /$ and $\omega / t^{h} /$.



3. Use of Palatal co $/ f /$ in Sinhala
4. Palatal $\circ / \mathrm{J} /$ is used before dental $\Omega / \mathrm{n} /$.



## Appendix B

## Implementation of the algorithm

A platform-independent desktop application with a graphical user interface (GUI) and a web-based version of the same has been developed using Python programming language to demonstrate the functionality of the algorithm proposed in this paper.

The desktop version of the implementation (Figure B.1) automatically corrects the spellings for the input text. The left pane contains the input text and the right pane contains the corrected text.

The web-based version (Figure B.2) highlights the incorrect words and provides suggest corrections as a rightclick context menu. The user can replace the text there in. In addition, correct words are flagged differently to provide improved visual feedback to the user. The suggestions provide additional information as to from which n-gram statistic (word unigram, syllable trigram or syllable bigram) the suggestion was made.

The web-based version has been further developed to facilitate user submissions of corrections to the system for improving the quality of the spellchecking functionality. This is available at http://www.subasa.net/.




## Appendix C

A few experiments were performed to investigate the relationship between complexity, word length and corpus word frequency. We computed complexity and length of all unique words $(440,022)$ found in the 10 million $(10,132,451)$ word UCSC Sinhala Corpus.

## A. Complexity Vs. Length

The first experiment investigated the relationship between word length and the complexity. Having removed any duplicates for word length and complexity pairs, $\ln$ (complexity) vs. word length graph was plotted. (See Figure ${ }^{`}$ C.1). This graph shows that there can be words with the same length but different complexity values. The graph was of sawtooth type and when the word length is above 30 , complexities for a particular word length decreased; at word length 60 , complexity was 32 . This showed that there is no proportionality between complexity and word length.

## B. Complexity Vs. Frequency

To observe the relationship between Frequency and Complexity, $\ln$ (frequency) vs. $\ln$ (complexity) graph was drawn (see Figure C.2), where frequency for a particular complexity meant the summation of all frequencies corresponding to the words having that same complexity. This also was a sawtooth type graph and generally when the complexity increased the frequency decreased. But there was no regular pattern of decrease and we can safely say that there is no strong relationship between the frequency and the complexity.

## C. Frequency Vs. Length

The third graph analysed the relationship of frequency to the word length to get a general idea about the distribution of words in the corpus. This graph plotted $\ln$ (frequency) against the word length (see Figure C.3). Up to word length of 4, the graph shows a drastic increase. At word length 4, the graph reaches the maximum frequency of 1647009. Further increase of word length shows a downward trend of frequency. It was also observed that the average Sinhala word length is 4 . For word lengths beyond 25 it showed a sawtooth type behaviour and as the word-length goes over 43 , it showed only a very low frequency most of the times. These extremely lengthy words were found to be erroneous words (i.e. corpus noise: typos, cleaning errors, Unicode conversion errors) in the raw corpus.
From all the above analyses, we can clearly say there is no relationship between the word length and the complexity.
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