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Abstract 

     In this research, a group of gray texture images of the Brodatz database was studied by 

building the features database of the images using the gray level co-occurrence matrix 

(GLCM), where the distance between the pixels was one unit and for four angles (0, 45, 90, 

135). The k-means classifier was used to classify the images into a group of classes, starting 

from two to eight classes, and for all angles used in the co-occurrence matrix. The distribution 

of the images on the classes was compared by comparing every two methods (projection of 

one class onto another where the distribution of images was uneven, with one category being 

the dominant one. The classification results were studied for all cases using the confusion 

matrix between every Two cases or two steps (two different angles and for the same number 

of classes). The agreement percentage between the classification results and the various 

methods was calculated. 

 

Keywords: K-Means, Feature Extraction, Confusion Matrix, Agreement Percent, Class 

Projection. 

 

1.Introduction 

Image processing is one of the primary areas employed in various applications. It may be 

characterized as a method through which primitive images are improved. The sources of these 

images are cameras, remote sensors on satellites, or images used for medical diagnostics. In recent 

years, advancements in image processing have been made using variety methods, and the influence 

of these advancements on the capabilities of improving images, whether for military reconnaissance 

missions, space probes, or other applications, has been significant. Image processing comprises 

several distinct methods that can be distinguished from one another, such as feature extraction and 

classification. These features have important and unique information about digital images, and 

together they help their respective classifiers get the best possible results [1-2]. 
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The Brodatz texture database is one of the well-known global databases. The Brodatz texture images 

database was built from the Brodatz album, so it is considered an actual measure for evaluating the 

algorithms used in the segmentation and classification of texture images because it contains 

homogeneous and heterogeneous materials in addition to large-scale patterns [3-4]. 

 The texture is a feature that allows to extract and arrange images to be used in many applications 

and provides spatial information about an image's hue or intensity. The texture of the points cannot 

be explained. It is determined by the spatial organization of gray-level values in the vicinity. 

The features of the texture explain how the image behaves. To derive these features, feature 

extraction techniques that help classify and identify images must be applied. 

Dimensional modification is a subset of feature extraction. The primary objective of this method is 

to collect essential features of the raw data and to interpret these features in a space with fewer 

dimensions. When the original data is too large to be handled, the raw data in this approach is 

converted to a decremental description of the features. Dealing with the actual data is unnecessary 

(big data, but more information is needed) [5]. 

The Texels are what the texture is composed of. A distinct definition can be given to the Texels, the 

basic unit used to describe the homogeneity of images, as they appear with a certain extent and 

regularity [6-7]. Also, they are the information provided by the intensity coordination in the image 

or the spatial arrangement of colors[5]. 

Textures can define the surface and the properties of aerial or satellite images, biomedical images, 

and other types of images. With these essential properties, it can be utilized in many applications, 

such as knowing product quality through industrial monitoring, finding land resources by remote 

sensing, and finally, medical diagnosis using a computer in tomography. Thus the texture of the 

image can be defined as the spatial contrast function of pixel intensities (gray values)[8-9]. 

Image texture describes the spatial arrangement of colors in an image. Also, spatial variation in pixel 

intensities (gray values) is used to define an image texture. Image texture has various uses and has 

been the topic of much investigation by many academics because the regular images usually do not 

have complex backgrounds. They include less information about textures. Therefore, one evident 

use of image textures is to select areas based on textural qualities using texture applications[9][10]. 

Image classification techniques are categorized into supervised and unsupervised classification 

methods [11]. Unsupervised classification aims to break the extensive data in the image into smaller 

units with similar characteristics[12]. Unsupervised classification is an aggregation principle used 

to reveal the structure of this aggregation in a data set[13][14]. The Isodata algorithm and the K-

means algorithm are considered the most popular methods used in unsupervised classification. They 

are also widely used in satellite data analysis [15]. 

As for the supervised classification methods, in these methods, there is a group called the training 

sample, or what is known as the input of the analyst, which plays a prominent role in the accuracy 

of classification, as these samples are the main factor and of high importance in the supervised 

classification methods[16-18]. 

In statistical methods, the adopted idea is that the image's texture is determined using statistics 

related to the selected features from among a large group of local image characteristics. You find 

that the human system differentiates between a texture from others based on statistical features, 

which include first-degree, second-degree, and an example stats on second-degree is the gray level 

occurrence matrix, and high-level statistics such as the autocorrelation function [19-20]. 

 

One of the most important statistical methods is the gray-level presence matrix (GLCM), considered 

one of the oldest methods for extracting many texture features [21]. The co-occurrence matrix Co 



IHJPAS. 36(1)2023 
 

115 

(i, j) calculates these features. It finds the gray levels i and j, respectively, with the number of pixel 

co-occurrence, within a certain distance [21-23]. 

The result of this is a matrix of distance d and direction for every number of intensity levels observed 

in the image. Classification for fine textures requires small values for distance d, while for coarse 

textures, a considerable distance [24]. 

After creating (GLCM), the statistical characteristics are calculated as an example. Six statistical 

properties can be inferred from (GLCM) (Contrast, correlation, energy, homogeneity, Entropy, and 

maximum probability [21]. 

This research is to study the features of texture images taken from the Brodatz database for different 

angles and its impact on the classification results in terms of the distribution of images in various 

classes and the percentage of agreement between them on the classification of images. The whole 

image was adopted in extracting the characteristics and the classification process. 

Texture analysis and classification have been studied thoroughly for their importance; the following 

is some research about them: 

The texture analysis approach for local binary patterns (LBP) and the gray level co-occurrence 

matrix method was tested and contrasted against one another (GLCM). They are used on industrial 

products and new integration schemes to conduct texture analysis. They collected a wide range of 

industrial samples. The obtained findings were satisfactory and demonstrated effectiveness in 

identifying complicated industrial products with varying color and pattern distributions [24]. 

 

The spatial gray level method was for texture analysis. He proposed a minor modification to replace 

the usual frequency matrices with addition and difference graphs when the sum and difference of 

two random variables with the same data were related to each other and determine the main axes of 

the joint probability function associated with them. He presented two high-probability classifiers for 

texture. The first, the sum and difference graph, was considered a feature vector component and 

performs a fast execution, avoiding the explicit evaluation of the feature vector. The other was a 

classifier based on general measurements extracted from the graphs. He illustrated that the proposed 

method of tissue analysis from the traditional spatial gray level dependence was the reduction of the 

computation time as well as the storage of memory [25]. 

The suggestion was to make a mixture based on both the co-existence matrix (GLCM) as well as 

the random threshold vector matrix (RTV) due to the need for a high accuracy rate of tissue 

classification using the random threshold vector (RTV). They were used on different data sets, such 

as Brodatz and Outex. In the beginning, the first dimension of the feature vector was calculated. 

They then estimated the inverse from the co-existence matrices by applying the (RTV) method. 

They found that the vectors had two dimensions, one was the Entropy of the proposed existence 

matrix, and the other was the threshold dimension. Their proposed approach showed a high-quality 

accuracy rate for classification textures and contained significant discriminatory information 

required for successful analysis [26]. 

 

2.Methodology 

The following steps were adopted in this research: 

 Using the Brodatz image database as a sample to test the algorithm. 

 Building a database for each angle (0, 45, 90, and 135) of the gray-level co-occurrence matrix 

method (GLCM) using a distance equal to one pixel. 

The features adopted in extracting the images features using the following equations[27]: 

 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ (𝑖 − 𝑗)2𝑁−1
𝑖=0

𝑁−1
𝑖=0  𝑝(𝑖, 𝑗)                (1) 

𝐶𝑜𝑟𝑙𝑎𝑡𝑖𝑜𝑛 =
1

𝜎𝑥𝜎𝑦 ∑ ∑ (𝑖,𝑗)𝑝
𝑁

𝑗=1

𝑁

𝑖=1
(𝑖,𝑗)

− 𝜇𝑥𝜇𝑦               (2) 
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𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ ∑ 𝑝(𝑖, 𝑗)𝑙𝑜𝑔(𝑝(𝑖, 𝑗))𝑁
𝑗=1

𝑁
𝑖=1                        (3) 

 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑
𝑝(𝑖,𝑗)

1

𝑁−1
𝑗=0

𝑁−1
𝑖=0 + |𝑖 − 𝑗|             (4) 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝜎 = √
1

𝑁−1
∑ |𝐶𝑜𝑖 − 𝜇|2𝑁

𝑖=1             (5) 

where μ is the mean of co-occurrence matrix 

𝜇 =
1

𝑁
∑ 𝐶𝑜𝑖

𝑁

𝑖=1

 

𝑇ℎ𝑖𝑟𝑑 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 (𝑀3) = (
1

𝑁−1
∑ |𝐶𝑜𝑖 − 𝜇|2𝑁

𝑖=1 )
3

  (6) 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝜎 = 1 −
1

1+(
𝑆𝑐𝑜
255

)
2     (7) 

 𝑈𝑛𝑖𝑓𝑜𝑟𝑚𝑖𝑡𝑦(𝑈𝑓) = ∑ ∑ (
𝐶𝑜𝑖𝑗

∑ ∑ 𝐶𝑜𝑖𝑗
)

2

𝑗𝑖     (8) 

 

Where 𝑝(𝑖, 𝑗) the probability of the co-occurrence matrix element value 𝐶𝑜𝑖𝑗 

 Classifying the Brodatz database using the K_ Means classifier for a number of classes. 

 Calculating the confusion matrix between each two classification methods for all angles 0, 45, 90 

and 135. 

 

 Calculating the agreement percent between the results of classification of each two methods (two 

different angles). 

 Studying the distribution of the classified images between methods (different angles) by calculating 

the projection of one method into another method, as shown in Figure 1 
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Figure 1. The confusion matrix 

 

The confusion matrix was used to calculate the agreement percent for the classification results of 

classifying the images between each two methods, using equation 9. 

 

𝐴𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡 𝑃𝑒𝑟𝑐𝑒𝑛𝑡 (𝐴𝑃) =
∑ 𝐶𝑜𝑛𝑓𝑖𝑖

𝑁
𝑖

∑ 𝐶𝑜𝑛𝑓𝑖𝑗
𝑁
𝑖𝑗

    (9) 

 

 

3.Results and discussion 

Brodatz images were used as samples to study the GLCM method in distinguishing texture images, 

where 112 (gray images) were used. Below, in Figure 2, is a sample of these images. 
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Figure 2. A set of samples taken from Brodatz 

 

The GLCM was calculated for the angles (0, 45, 90 and 135) with one-pixel distance to study the 

effect of angle change on the ability of the GLCM to distinguish texture images. A database was 

created for each image and each angle used in the gray-level co-occurrence matrix using eight 

features that illustrate in the methodology as a pattern to describe the texture of the images. K-means 

classifier was used to classify the images starting from two to eight classes. The confusion matrix 

was used to analyze the results, as shown in Figure 2. The results of each method intersected with 

other methods. 

 

Figure 3. shows the relationship between the number of classes and the percentage of agreement 

for every two angles. The general behavior of all selected angles decreased rate with the number of 

classes. Still, the behavior of (135-45) and (0-90) angles are different from the others because they 

are right angles to each other. For the angle (45-135) and (0-90), the percentage of agreement was 

around 90%. And for several classes, up to seven classes between the two angles (45-135) and within 

five classes between the two angles (0-90). At the same time, the rest of the angles showed that the 

percentage of agreement for the class has started decreasing from the third class and downward. 

When the number of varieties was few, the percentage of compatibility between them was very high, 

but this case still must be fixed. With the increase in the number of classes, the percentage of the 

agreement began to decrease, and the speed of reduction depended on the value of the angle formed 

by the two angles used in the classification in terms of being a multiple of the angle 90. 
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Figure 3. The distribution of the number of classes and the agreement percentage for each of the two angles 
 

The confusion matrix was used to study the distribution of the images in each method relative to 

the second method (its projection) and various adopted classes, as shown in Figure 2. 

The projection of the first method on the second and the second method on the first and for all 

classes and angles adopted in the research were calculated, as shown in Figure 4. 

 

 
The projection for first method to second method The projection of second method to first method 
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Figure 4.The projection of the method on to the other, using different classes 

 

It can be seen that in the confusion matrix, there is a problem with the classification results. In most 

cases, a class contains the highest number of images. We note that this method distributes images 

to the classes so that there is a class that contains most images, regardless of their arrangement, 

which is usually the class in the middle, which represents one of the defects of this method, as the 

distribution is not equal. Still, one of the classes is dominant and takes the most significant number 

of images. This behavior is identical to all the results of different classes' projections and angles. 
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4.Conclusions 

      Depending on the obtained results, we can reach the following conclusions: 

 The percentage of agreement between the classification results when using the GLCM 

method is high when the number of classes is few. It decreases when the number of classes 

is increased. 

 When every two angles used for GLCM form a right angle, the percentage of agreement 

decreases less than in the rest of the cases. 

 When using GLCM, the classification results in one of the classes being the dominant one in 

terms of the number of images, and it is usually arranged in the middle. 
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