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Abstract 

The proliferation of ubiquitous computing with smartphones makes context models and information extremely rich and 

dynamic on account of highly dynamic environments. However, defining rules at design time may impair their efficiency 

and the decision-making process at runtime. Therefore, it is important to address decision-making problems leveraged by 

dynamic environments and context-model evolution. In this sense, a solution that could emerge is the continuous rule 

knowledge base evolution at runtime. In this paper, we propose a decision adaptation component that relies on generating 

new rules due to changes occurring around users at runtime. This component aims to support decision-making in 

dynamic environments and to alleviate the human effort needed to infer new rules. A case study was conducted to 

illustrate the implementation of the proposed component for the rule knowledge database enrichment and the decision-

making improvement. Moreover, an experimental evaluation is provided to assess the effectiveness of the proposed 

component. The results show that this component exhibits better effectiveness than other well-known algorithms and 

state-of-the-art approaches. 

Keywords: Ubiquitous Computing; Context-Awareness; Rule Generation; Decision-Making; Human–computer Interaction. 

 

1. Introduction 

Ubiquitous computing is the upward trend in computer technology in which computation occurs anywhere and 

everywhere using any device [1]. All current technology may switch to ubiquitous computing environments in the 

coming years since ubiquitous computing integrates new types of computing such as mobile computing, pervasive 

computing, context-awareness, and adaptation while hiding the technology and making it meld into our daily lives. In 

the era of ubiquitous computing, the smartphone is the most popular device thanks to the large number of sensors that 

it can incorporate [2]. In light of moving from a single context to multi-contexts with the use of smartphones and the 

exploitation of their advanced sensing capabilities, it is pertinent to deal with users’ dynamic environments and infer 

relevant knowledge, i.e., rules. 

Due to the rapid development of ubiquitous computing and context-aware technology in mobile devices, ubiquitous 

computing is leading to the advent of mobile device-oriented context-aware applications because they seek to be 
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everywhere. In existing mobile device-oriented context-aware applications, rules can only react to changes in 

environment attributes and context information [3]. As a result, these rules cannot respond to dynamic environments or 

context model evolution during runtime [3]. This means that rules cannot be static and need to be constantly evolved to 

remain relevant [4]. Therefore, an important challenge is raised related to the potential of context-aware applications to 

adjust their behaviors to the dynamics entailed in their surrounding environments and provide appropriate rules at 

runtime. To tackle this challenge, the supporting middleware of such a context-aware application should carry out 

dynamic changes in the application behavior at runtime through the evolution of its context model and, subsequently, 

its rule knowledge base with new rules to improve decision-making in dynamic and changing environments. Hence, a 

considerable need for a decision-making process, which aims to continuously enrich a rule knowledge base over time, 

has emerged to make applications more resilient to dynamic environments as well as to context model evolution at 

runtime. 

To fill this need, we propose a component that augments an existing distributed middleware that enables context-

aware applications to support dynamic pervasive computing environments. The main feature of the proposed 

component is to offer context-aware applications, where their rule knowledge bases are fluid and evaluative at runtime. 

The novelty and contribution of this paper could be drawn from three-fold. First, we provide a component for the 

purpose of enriching a rule knowledge base following an ontology-based context model evolution to work in dynamic 

environments. Second, we propose a novel hybrid learning approach towards effectively generating a complete set of 

non-redundant rules, in automated fashion, by adopting two decision tree machine learning algorithms. Third, we 

extend a Genetic Algorithm (GA) [5] with a multi analysis technique targeting the rule optimization. Then, we propose 

as a case study the application that is intended to assist engineers in the rule generation process at runtime. Moreover, 

we have conducted a range of experiments to assess the effectiveness of the proposed component through measuring 

the number of rules as well as the accuracy on different data sources from the UCI Machine Learning Repository [6] 

compared to other well-known algorithms and to other state-of-the-art approaches. The proposed component proves 

the effectiveness by achieving the best result in terms of number of rules and the highest accuracy among all 

algorithms and state-of-the-art approaches. 

The rest of this paper is organized as follows. Section 2 discusses related works about rule generation. In section 3, 

a detailed presentation of the proposed component is presented. In section 4, a case study and an example of rule 

generation are described. Section 5 states the research questions and the experimental setup and then discusses the 

obtained results. Finally, in Section 6, we draw conclusions and highlight directions for future work. 

2. Literature Review 

Rule generation is one of most popular topics in data mining that allows the efficiency of context-aware 

applications adaptation according to context and environment changes occurring at runtime. Recently, this topic has 

been extensively studied in the literature because of its wide applicability and usefulness. By going through the 

literature, some approaches have supported rule generation to target ontology enrichment while certain other 

approaches have targeted the decision-making improvement. In the following, we provide an overview of the most 

recent approaches on this topic and we outline a brief discussion that highlights the research gap that motivates us to 

propose our component. 

A couple of approaches for rule generation have been proposed in the scope of ontology enrichment process. In this 

sense, Paiva et al. [7] introduced a semi-automatic approach that focuses on enriching an ontology with relations 

between concepts using association rules. In this approach, they used the FP-Growth algorithm [8] to discover frequent 

items from unstructured data sources and then generate a set of association rules. After that, they exploited generated 

association rules for learning useful relations in the ontological model. Another work considered ontology enrichment 

based on learning association rules is the work of Idoudi et al. [9]. This work described a new approach for ontology 

content evolution through incorporating knowledge derived from medical records. For this purpose, Apriori algorithm 

[10] is applied to generate association rules. Next, domain experts are invited to validate generated rules. Then, 

validated rules are used in the enrichment process of the knowledge base with new association between existing 

concepts. Later, the authors in [11] presented a work, in which an association rule mining algorithm is employed to 

find recurrent patterns and discover association rules. The discovered rules can be automatically exploited to enrich an 

existing ontology with formal definitions of concepts. Apart from these approaches, novel approaches, in the scope of 

decision-making improvement, are emerging. These novel approaches fall in two categories. The first category 

includes approaches using traditional algorithms. For example, Gabroveanu et al. [12] proposed a recommender 

system in the field of distance learning in higher education. They used data obtained from learning management 

systems database and Apriori algorithm in order to identify association rules related to courses followed by students. 

Kaliappan et al. [13] proposed a new modified Apriori algorithm for finding the association rules among large datasets 

to promote sales and user interaction. They showed that the proposed algorithm improved the efficiency of generating 
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association rules. Davagdorj and Ryu [14] offered an association rule mining method to discover useful patterns, which 

include medical knowledge, from a medical dataset. They applied the FP-Growth algorithm to extract a set of 

association rules. Then, the obtained rules are used to support medical decision-making for interpreting diagnosing 

patient information. Moreover, Asadianfam et al. [15] provided a new approach to improve recommendations in 

recommender systems. One of the challenges considered in this approach is that it could not provide appropriate 

recommendations to users who have different profiles from the existing users’ profiles. To deal with this challenge, 

authors used the Apriori algorithm to generate association rules from users’ behaviors and then made appropriate 

recommendations. They showed that the generated association rules could increase the overall efficiency of the 

recommender system. More recently, Miswan et al. [16] proposed a framework of association rule mining in 

readmission tasks. The proposed framework consisted of two processes, namely data pre-processing and rule mining 

extraction. Apriori algorithm is used to extract the hidden input variable patterns and relationships among admitted 

patients by generating supervised learning rules. The mined rules are discussed and validated by the domain expert, 

which is a valuable guide in making decisions on targeted patients’ clinical resources based on various readmission 

durations.  

In addition, Islam et al. [17] applied an association rule mining approach to help the insurance industry reduce the 

risk of adverse claims. To do so, they used Apriori-based frequent itemset algorithm to generate new association rules 

for supporting decision-making process. Finally, Sánchez-de-Madariaga et al. [18] proposed a new semi-supervised 

data mining model to discover new valuable scientific medical knowledge. They applied the FP-Growth algorithm to 

extract medical association rules. Moreover, they showed that FP-Growth is an efficient algorithm for calculating 

frequently co-occurring items in a dataset. The second category includes approaches using machine learning 

algorithms. In this context, Zulkernain et al. [19] introduced an intelligent mobile interruption management system. 

The main idea of their proposed system is to intelligently assist users in their daily activities. To this end, a Decision 

Tree algorithm is used to make intelligent decisions. Moreover, Sarker et al. [20] presented an association rule learning 

approach that can be used to discover a set of non-redundant and useful rules. In their approach, they considered, first, 

the Naïve Bayes (NB) algorithm to eliminate noise from data and, second, the Decision Tree algorithm to generate a 

set of association rules. These algorithms are used to build a robust prediction model that could improve the prediction 

accuracy. Finally, Basha [21] provided a cardiovascular prediction system that combines the K-Nearest Neighbour 

(KNN) algorithm with a GA to extract strong association rules for facilitating the decision-making process. First, the 

proposed system extracts association rules using KNN algorithm. Then, the output rules become the population of the 

GA to remove redundant and irrelevant rules. 

Nevertheless, a common weakness that can be found in the most of above-described approaches [7-18] stands on 

the use of traditional algorithms, such as Apriori and FP-Growth. This drawback is due to the narrow applicability of 

these algorithms and the huge number of generated association rules [22]. As these traditional algorithms generate 

numerous association rules, many uninteresting or redundant rules are generated along with the interesting rules. This 

redundancy makes not only the rule-set unnecessarily large but also makes the decision-making process more complex 

and ineffective. In contrast, approaches using machine learning algorithms [19-21] can overcome this drawback to 

avoid rule redundancy. Furthermore, certain approaches derive the rule generation process at design time by offline 

mining. In this case, a context-aware application cannot not stand the dynamic environments at runtime. A further 

drawback is that a human intervention is needed in certain approaches to validate and manage generated rules. None of 

the above-described approaches, apart from [21], support the rule optimization with a target of getting the well-

performed rules. Along the similar line, we aim to close gaps within the related works by proposing a component that 

relies on automatically enriching a rule knowledge base with new rules discovered at runtime to deal with dynamic 

environments. This component aims to discover and generate a set of non-redundant and well-performed rules 

represented as an IF-THEN logical statement, which are reliable for decision-making. To this end, the proposed 

component firstly, derives association rules from training models of decision tree machine learning algorithms, and 

secondly, retrieves the well-performed rules using an extension of a Genetic Algorithm, which can be applied in a 

straightforward manner for rule optimization. 

3. Decision Adaptation Component 

In this section, a global approach that aims to extend an existing middleware with a new composite component, is 

presented. The overall objective of the global approach is to support context evolution and dynamic decision-making 

process in dynamic environments at runtime without developer’s intervention or system’s disruption. This objective 

led to the proposal of a composite middleware component based on a four-component as depicted in Figure 1. 
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Figure 1. Architecture overview of the global approach 

Within this composite middleware component, only the decision adaptation component, which deals with the 

enrichment of a rule knowledge base by generating non-redundant rules to go along with context evolution [23] in 

dynamic environments at runtime, is considered in this paper. The proposed component is designed to generate well-

performed rules needed to automatically cover dynamic environments that change frequently at runtime. This 

component runs only once a context model evolution is achieved and a priori rules are deemed not to be relevant 

anymore for the new context model. The overall architecture of the component is illustrated in Figure 2. As illustrated 

in Figure 2, the decision adaptation component includes two key modules, namely “rule learning” and “rule 

optimization”, that are described in more detail in the following subsections. 

 

Figure 2. Architecture overview of the decision adaptation component. 

3.1. Rule Learning 

Rule learning module is responsible for learning and deriving non-redundant rules of IF-THEN statements from a 

candidate data source previously considered in the context model evolution process. Three key phases leading, 

ultimately, to the generation of IFTHEN rules, are previously highlighted in Figure 2. In the first phase, called data 

pre-processing, the candidate data source is preprocessed with the purpose of improving its quality to ensure the 

generation of consistent rules. Hence, two major steps are involved:  

 Data cleaning that attempts to fill missing data and smooth out noisy data in the candidate data source. For 

filling missing values, we replace identified missing data with the average of existing data. And for smoothing 

noisy data, we carry out techniques, such as clustering, regression and binning, to eliminate noise in the 

candidate data source. 

 Data reduction that is used to simplify the data source representation without any loss of useful information. To 

reach it in the easiest manner, we remove redundant and inconsistent data. 

In the second phase, called learning-base rule generation, the candidate data source is processed to uncover 

relationships between seemingly unrelated elements, in a tree structure. This step is carried out through two steps as in 

Figure 3. First, the hybrid supervised learning step is applied to train the candidate data source targeting the creation of 

tree-structured training models. Towards effectively generating a complete set of non-redundant rules, we explore the 

idea of hybridizing machine learning algorithms with the use of two decision tree machine learning algorithms, 

Decision Tree [24] and Random Tree [25]. The main reason behind the choice of these algorithms is that they could 

represent the best compromise between accuracy and computational complexity to address the decision-making 

accuracy question compared with the different decision tree machine learning algorithms such as BF Tree, REP Tree, 

Decision Stump and Simple Cart. The resulting training models consist of a set of decisions in a tree structure, which 

could be utilized to generate rules from each leaf node [26]. Then, the rule extraction step is performed to 

automatically extract rules as IF-THEN statements. Each rule has two parts, an antecedent (IF) and a consequent 

(THEN) that are correlated to each other. An antecedent can be constituted by a set of atoms while a consequent 

contains only one atom. In the third phase, called rule validation, the following methods are applied: 
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 Rule structure verification, which deals with verifying that rules are preserving the inherent IF-THEN structure. 

 Rule consistency verification, which has to check the consistency of rules and enumerate all inconsistent rules, 

where the consequent part does not refer to the antecedent part. 

 

Figure 3. Learning-based rule generation phase 

3.2. Rule Optimization 

The rule optimization module is used to identify the well-performed rules to avoid irrelevant rules from the set of 

earlier validated rules. To this end, GA is extended to support a multi-analysis technique in order to jointly optimize 

the set of validated rules. Two main phases in the rule optimization module are illustrated in Figure 4. The first phase, 

namely the interesting rule extraction, is aimed to select the interesting rules and the second phase, namely the 

evolutionary rule extraction, is used to re-optimize the interesting rules selected in the first phase. The two phases are 

briefly summarized in Algorithm 1. According to Figure 4 and Algorithm 1, the interesting rule extraction phase 

identifies interesting rules on the basis of the candidate data source using GA. This algorithm starts with the 

construction of an initial population as a collection of chromosomes and lets them evolve over multiple generations to 

reach more and more interesting rules. In this case, each chromosome represents a candidate rule composed of the 

consequent part and the antecedent part. Next, the applied GA measures the performance of each chromosome using 

the fitness function to find out rules that have a support value above a certain threshold value. Then, it proceeds 

through three genetic operators, including, selection, crossover and mutation, to evolve a new generation and 

determine again the fitness function of each chromosome. At the end, it stops when it converges to an optimal set of 

interesting rules that could satisfy the fitness function. Due to the fact that fitness functions, defined in GA, are in 

conflict, the evolutionary rule extraction phase proposes a multi-analysis technique to retrieve from the obtained 

interesting rules, the well-performed rules that could lead to achieve the appropriate decision-making accuracy. On the 

grounds of this, we propose rule ranking and refinement steps as shown in Figure 4. The multi-analysis technique 

starts with the rule ranking step that is in charge of automatically ranking rules derived from decision tree machine 

learning algorithms and the interesting rules regarding the frequency of occurrence and the fitness function weight. 

The rule occurrence frequency is considered as the support degree to classify rules, followed by the fitness function 

weight. Then, the rule refinement step is performed to retrieve the set of well-performed rules with better accuracy 

performance on foundation of the ranked rules in order to enhance the decision-making accuracy. This step begins 

with finding a user who is related to runtime changes that occurred in the dynamic environment and loading the user 

profile of the corresponding user. The user profile is integrated in the refinement step to infer the well-performed 

rules. 

 

Figure 4. Learning-based rule generation phase 
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Algorithm 1. Rule optimization 

 Input: DS pre-processed candidate data source 

       FT fitness threshold value 

 Output: Well-performed IF-THEN rules 

1 Begin 

2 Initialize population 

3 Repeat 

4      Fitness evaluation 

5      Selection 

6      Crossover 

7      Mutation 

8 Until fitness of new population > FT 

9 For each interesting rule 

10      Calculate occurrence frequency 

11      If (! existFrequency(frequency)) 

12         Check fitness function weight 

13      Else 

14         Calculate rank 

15      End if 

16 End for 

17 For each ranked rule 

18      If (! isRelatedToUserContext(ranked rule)) 

19         Delete rule from the rule knowledge base 

20      End if 

21 End for 

22 End 

4. Case Study 

In this section, we present an example of a case study that allows us to illustrate the above-described component 

through providing the generation of well-performed rules from a candidate data source. For this, we consider an 

application for assisting engineers to enrich a rule knowledge base regarding an ontology-based context model 

evolution due to arisen changes in the surrounding environment at runtime. The presented application consists of two 

distinct parts, called frontend and backend. The backend part, which deals with the automatic rule generation, is 

implemented as REST web services [27] in Java. The frontend is created with Angular to deal with engineers’ 

interactions and interfaces with the backend. For the present case study, we chose the weather data source [6], 

containing four condition attributes, such as outlook, temperature, humidity, windy, and one decision attribute ‘play’. 

As noted previously, the candidate data source is already used for the automatic ontology-based context model 

evolution at runtime. In contrast to previous use, we consider the candidate data source to generate rules that help in 

making decisions regarding whether a user could go outside for playing or not. After the data pre-processing step, a 

hybrid supervised learning is performed on the candidate data source for creating tree-structured training models 

through training both Decision Tree and Random Tree algorithms as depicted in Figure 5 and 6, respectively. 

 

Figure 5. Tree-structured training model of the Decision Tree algorithm 
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Figure 6. Tree-structured training model of the Random Tree algorithm 

Next, a rule extraction is applied for automatically analyzing the obtained trees and extracting IF-THEN rules that 

are thoroughly validated via the different validation methods. Figure 7 and 8 present the validated IF-THEN rules from 

the Decision Tree training model and Random Tree training model, respectively. 

 

Figure 7. Validated IF-THEN rules from the Decision Tree-based training model 
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Figure 8. Validated IF-THEN rules from the Random Tree-based training model 

Then, the GA is employed to find out the interesting rules. Afterward, the multi-analysis technique is performed to 

retrieve the well-performed rules. Figure 9 illustrates an excerpt of the well-performed rules. 

 

Figure 9. An excerpt of the well-performed rules 

5. Experimental Evaluation and Results 

In order to investigate the effectiveness of our proposed component, we have conducted a couple of experiments on 

a set of different candidate data sources. For this purpose, we first describe the experimental setup through a couple of 

Research Questions (RQs) that we aim to answer by the experiments. Then, we briefly introduce the candidate data 

sources. Finally, we present the experimental results with some discussion. 

5.1. Experimental Setup 

To measure the effectiveness, the following RQs have been framed: 

 RQ.1. Is the proposed component able to eliminate the redundancy generated by existing traditional association 

rule mining algorithms and to generate a concise set of non-redundant and well-performed association rules? 

 RQ.2. How effective is the proposed component relative to well-known decision tree machine learning 

algorithms as baselines? 

 RQ.3. How effective is the proposed component relative to state-of-the-art approaches? 
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5.2. Candidate Data Sources 

Our experiments are based on five different data sources taken from the UCI Machine Learning Repository [6]. The 
candidate data sources, namely “Weather”, “Lymphography”, “Breast Cancer”, “Restaurant” and “Adult”, are 
analyzed by diverse characteristics as illustrated in Table 1. 

Table 1. Characteristics of candidate data sources used in experiments [6] 

Data source Attribute Class Instance 

Weather 5 3 14 

Lymphography 19 5 148 

Breast Cancer 10 2 286 

Restaurant 74 3 138 

Adult 15 2 48842 

5.3. Experimental Metric  

For measuring the effectiveness of the proposed component, we discover and compute the total number of 
generated rules as well as the accuracy that represents both the conciseness as well as the rules’ quality. The accuracy 
is measured based on the relative number of correct rules and the total number of rules. 

5.4. Experimental Results 

Generated Rules Number Comparison 

To answer the RQ.1, in this experiment, we show a relative comparison for the generated association rules using 
both our component and the traditional algorithms of association rule mining such as Apriori and FP-Growth, 
discussed in Section 2. Figures 10 to 14, show the relative comparison of the generated number of rules for different 
candidate data sources respectively. For this, we have explored different confidence thresholds in the range from 0.6 to 
1. Since confidence is associated with rules’ accuracy, we are not interested in taking into account results that come 
out below 0.6 as confidence preference in our experimental analysis. 

 

Figure 10. Rule number comparison for Weather data source 

 

Figure 11. Rule number comparison for Lymphography data source 
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Figure 12. Rule number comparison for Breast Cancer data source 

 

Figure 13. Rule number comparison for Restaurant data source 

 

Figure 14. Rule number comparison for Adult data source 

If we observe Figures 10 to 14, we see that the number of discovered association rules using traditional algorithms 

significantly increases with the decrease of confidence threshold. The reason beyond this result is that traditional 

algorithms simply take into account all combinations of attributes while generating rules. Thus, for a lower confidence 

value, they satisfy more associations. As a result, the generated set of rules becomes larger. Differently, the results 

show that, when the confidence thresholds are decreased, the number of discovered rules, in our component, is slightly 

increased. For higher confidence threshold, our component generates the minimum number of association rules 

comparing the Apriori and FP-Growth. In terms of non-redundant rule discovery, if we further observe Figures 10 to 
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14, we can see that the Apriori algorithm generates the highest number of rules, while our component generates the 

lowest. Moreover, the FPGrowth algorithm is better than Apriori in some cases, but it achieves a higher number of 

rules than our component. Therefore, our proposed component generates a reasonably smaller number of association 

rules and significantly reduces the total number of discovered rules compared with traditional association rule mining 

algorithms for the different confidence thresholds previously mentioned. The main reason is that the traditional 

association rule mining algorithms do not take into account the redundancy and the optimization analysis while 

generating rules. Therefore, they make the set of unnecessarily generated rules larger for a particular confidence 

preference. 

Accuracy Comparison with Baselines  

To answer the RQ.2, in this experiment, we show the effectiveness of our component based on the discovered 

association rules in terms of accuracy. For this purpose, well-known decision tree machine learning algorithms, 

namely BF Tree, REP Tree, Decision Stump and Simple Cart, are applied. We select these baselines as they are able to 

generate rules from candidate data sources. Table 2 shows the accuracy of these baselines and our component on the 

candidate data sources. 

Table 2. Accuracy comparison with baselines on five datasets. 

Accuracy (%) 
Dataset 

Weather Lymphography Breast Cancer Restaurant Adult 

BF Tree 64.28 38.51 76.22 51.60 75.92 

REP Tree 57.14 35.81 77.62 50.15 85.03 

Decision Stump 78.57 37.83 74.12 50.56 84.54 

Simple Cart 50 40 79 49 85 

Our component 86.71 56.15 82.70 64.87 91.42 

From Table 2, we find that our component consistently outperforms BF Tree, REP Tree, Decision Stump and 

Simple Cart algorithms for generating association rules by maximizing the accuracy. The reason is that we capture 

association rules from both more performant algorithms that improve the results. In addition, our observations reveal 

that our proposed component achieved better accuracy than BF Tree, REP Tree, Decision Stump and Simple Cart on 

“Weather”, “Lymphography”, “Breast Cancer”, “Restaurant” and “Adult” data sources. For instance, the accuracy for 

BF Tree, REP Tree, Decision Stump and Simple Cart on the “Adult” data source are 75.92%, 85.03%, 84.54% and, 

85%, respectively, whereas for the proposed component the accuracy is 91.42%. Thus, these results proved that our 

proposed component tends to get reasonably high accuracy on all data sources. Therefore, we can conclude that our 

component is more effective relative to the well-known decision tree machine learning algorithms while generating 

rules. 

Accuracy Comparison with State-of-the-art  

To answer the RQ.3, in this experiment, we show the effectiveness of our component against three state-of-the-art 

approaches, including Zulkernain et al. [19], Sarker et al. [20] and Basha et al. [21]. For this purpose, the machine 

learning algorithms proposed in selected state-of-the-art approaches were implemented using the candidate datasets. A 

detailed accuracy comparison on the different candidate datasets is presented in Table 3. 

Table 3. Accuracy comparison with state-of-the-art approaches on five datasets. 

Accuracy (%) 
Dataset 

Weather Lymphography Breast Cancer Restaurant Adult 

Zulkernain et al. [19] 74.36 73.85 79 77.53 85.80 

Sarker et al. [20] 74.70 70.24 79.20 75.13 86.20 

Basha et al. [21] 57.15 74.76 73.77 82.21 79.41 

Our component 78.57 77.60 79.25 86.80 87 

The comparative results, which are illustrated in Table 3, suggest that the accuracy of the proposed component is 

better than the results of other state-of-the-art approaches on five candidate datasets. Especially in the experiments on 

the Restaurant and Adult datasets, our component performs well and the accuracies achieved are 86.80% and 87%, 

respectively, which is higher than previous approaches. Moreover, due to the hybridization of decision tree machine 

learning algorithms, our component achieves a 5.65% higher accuracy compared to state-of-the-art approaches on the 

different candidate datasets. From these results, it is worth noting that we can safely draw the conclusion that our 

component can reach a better accuracy compared with state-of-the-art. 
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5.5. Discussion  

We will discuss the encouraging results obtained from the present component. Firstly, our component outperformed 

compared to the traditional association rule mining algorithms in terms of reducing the number of rules by eliminating 

the redundant generation for each data source. It generated, on average, far fewer association rules than those 

generated by the traditional algorithms included in the comparison. Thus, it provided a reasonably smaller number of 

rules on smaller and bigger data sources compared to the well-known traditional algorithms. This is due to the fact that 

our component is based on hybrid supervised learning that takes advantage of machine learning and pattern 

recognition to learn about data, to extract relevant relationships, and to eliminate redundancy while generating 

association rules. In brief, our component significantly reduces the total number of discovered rules and outputs a 

well-performed set of association rules using the GA. Such non-redundant and well-performed rule generation makes 

our component more effective. Secondly, based on the second experiment, we can conclude that the effectiveness of 

the discovered rules is also improved compared to the well-known decision tree machine learning algorithms. In 

particular, our component achieved the best accuracy on "Weather", "Lymphography", "Breast Cancer", "Restaurant" 

and "Adult" data sources among all selected decision tree machine learning algorithms. However, it got slightly worse 

results in terms of accuracy on "Restaurant" and "Lymphography" data sources compared to other candidate data 

sources, since imbalanced data sources may lead to slightly worse accuracy results. Even though not achieving the best 

accuracy results on "Restaurant" and "Lymphography" data sources, our component achieved almost higher results 

with all selected decision tree machine learning algorithms on the remaining data sources. Finally, through the third 

experiment, we confirm the effectiveness of our component over state-of-the-art approaches. The obtained results 

proved that our component leads to approximately 5.65% accuracy gain when compared to the state-of-the-art 

approaches, mainly due to the hybridization of decision tree machine learning algorithms. Overall, the presented 

component allows us to answer the three previously mentioned research questions, RQ1, RQ2 and RQ3. More 

specifically, the findings of the experimental study reveal that our component (i) can effectively minimize the issues of 

redundant rule generation and give high accuracy by extracting a concise set of well-performed association rules and 

(ii) is applicable to more accurately generating rules in a context-aware application at runtime. 

6. Conclusion 

In this paper, we proposed a component that aims to generate rules without engineers’ interventions in reaction to 

dynamic, ubiquitous computing environments at runtime. This component first starts with hybrid supervised learning 

and then a GA with multi-analysis technique is applied to support rule optimization. Furthermore, we briefly presented 

a case study-based application for engineers targeting first the automatic IF-THEN rule generation from a data source 

and then the rule optimization to improve decision-making at runtime. As part of this work, we present an 

experimental evaluation to assess the effectiveness of the proposed component. The results showed that the proposed 

component has the potential for generating association rules to further enrich a rule knowledge base and for achieving 

the best results in terms of number of rules and accuracy among selected algorithms and state-of-the-art approaches. 

However, there is still a long way to go before using our component in a real-life scenario since there are some 

limitations in terms of rule applicability. In the future, we plan to extend our component with the possibility to 

automatically transform the IF-THEN rules into rules in the syntax of Jena since we are adopting ontology-based 

context models that are managed within a Jena-based platform equipped with an embedded reasoner. 
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