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Abstract-Signal and image separation are extensively used in 

numerous imaging applications and communication systems. In 

this paper, a novel Blind Source Separation (BSS) approach, 

based on the Hybrid Firefly Particle Swarm Optimization 

(HFPSO), is proposed for separating mixed images. This 

approach processes the observed source without any prior 

knowledge about the model and the statistics of the source signal. 

The proposed method presents high robustness against local 

minima and converges quickly to the global minimum. Via 

numerical simulations, the proposed approach is tested and 

validated in comparison with standard Particle Swarm 

Optimization (PSO), Robust Independent Component Analysis 

(RobustICA), and Artificial Bee Colony (ABC) algorithms. The 

obtained results show that the presented technique outperforms 

the existing ones in terms of quality of image separation, the 

Signal-to-Noise Ratio (PSNR), and Structural Similarity Index 

Measure (SSIM). Moreover, the obtained results demonstrate 

that our approach provides also promising results in image 

separation from noisy mixtures. 

Keywords-blind image separation; hybrid firefly particle swarm 

optimization; PSNR; SSIM 

I. INTRODUCTION  

Blind Source Separation (BSS) is a signal processing 
approach that was first proposed in the late '80s [1]. The BSS 
refers to the separation of unknown signals that are mixed in an 
unknown manner. It has been an important topic in many 
applications of signal processing, such as medical imaging, 
communication systems, speech processing, image processing, 
etc. [2, 3]. Unlike speech signals, it is well known that images 
cannot easily satisfy the constraints of the BSS method. During 
the past three decades, most research studies on the BSS 

problem have been focused on speech separation. Nowadays, 
researchers are more interested in blind image separation due to 
its importance in many real-world applications.  

Generally, the Independent Component Analysis (ICA) 
approach has been considered as a solution to many BSS 
problems [4]. This approach lies in the fact that the assumption 
of statistical independence and the non-Gaussian restraint 
among the sources does not hold in image mixing conditions. 
However, the ICA approach faces some limitations and 
drawbacks, i.e. it is not able to separate the signals if the 
number of sensors is less than the number of sources. 
Furthermore, the local minima problem is another limitation of 
the ICA method in many applications. In order to overcome the 
drawbacks of ICA approach, many optimization methods have 
been developed, based on evolutionary algorithms. These 
algorithms have been extensively used for tackling BSS 
problems [5-8]. By using Genetic Algorithm (GA) and Particle 
Swarm Optimization (PSO), a blind separation method based 
on reducing mutual information has been introduced in [5]. 
Using GA, the blind separation problem is also investigated in 
[6] based on high order statistics of kurtosis. In the same 
context, a cost function based on the feature distance and 
kurtosis was proposed to solve BSS problems using PSO and 
GA [7]. Besides, the Artificial Bee Colony (ABC) algorithm 
was applied in [8] to solve BSS problem using a combination 
of many types of the cost function.  

Most previous studies have discussed blind speech 
separation. However, in this study, a novel separation approach 
using a modified version of the Hybrid Firefly Particle Swarm 
Optimization (HFPSO) algorithm will be used to separate 
image mixtures. To evaluate the performance of the proposed 
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hybrid method, we present a fair comparison with other works 
where four examples are illustrated under noisy and noiseless 
conditions. 

II. ONE-DIMENSIONAL BLIND SIGNAL SEPARATION 

PROBLEM DESCRIPTION 

Assume that  �� , � = 1, 2, … , 
 are unknown signals that are 
independent and feasible. The source signals are linearly 
blinded with each other by the mixing matrix � as: 

� = �. �    (1) 

A linear instantaneous blind image separation algorithm is 
the one suggested in this paper for image separation. This 
indicates that the constant random coefficients are present in 
the mixing model. This relation in a noisy environment will be: 

� = �. � + 
   (2) 

where the additive noise signal is denoted by 
. The objective 
separation is to estimate the unmixing matrix � without any 
knowledge about the mixing matrix �. The unmixing matrix is 
used to approximate the original source signals using the 
following equation. 

� = �. �    (3) 

where � represents an estimate of source signal �. It is obvious 
that the estimated signals involved in  �  assuming � = ��� 
are the exact same as the original sources �. 

III. PREPROCESSING PROCEDURES OF THE SEPARATION 

PROBLEM 

To prevent using a difficult optimization approach, the 
preprocessing phase should be completed in the first step of the 
separation procedure. The signals are centered and whitened 
during the preprocessing stage. In order to produce the 
observed signals with zero mean value, centering is conducted 
by subtracting the average values   �� = ��(��)  from the 
observed signals. With a linear transmission, whitening 
transforms the mixed signals into white uncorrelated and with 
unit variance signals. The identity matrix of the whitened 
covariance matrix � is given by [9]: 

����. ���� = �    (4) 

To obtain the whitened mixed signals, the Principal 
Component Analysis (PCA) algorithm is used. The 
eigenvectors of the covariance matrix of the observed signals 
are employed as follows: 

�� = ����
���� =  ����

����. � =  �!" #��
��

� … �$ 
��

�%   (5) 

where �  is a diagonal eigenvalue matrix and �  is the 
orthogonal eigenvector matrix. It is important to note that 
applying the whitening stage will result in an orthogonal new 
mixing matrix and a reduction in the number of parameters that 
must be evaluated throughout the optimization phase. 

IV. OVERVIEW OF PSO AND FIREFLY ALGORITHMS 

A. Partical Swarm Optimization (PSO) 

PSO was proposed in [10]. The motions of bird and fish 
swarms in pursuit of food or fleeing from perceived threats 
served as the model's inspiration. PSO algorithm has 
outperformed many other search methods due to its ability to 
find results quickly, requiring fewer parameters, while being 
less likely to become trapped at local optima. PSO begins with 
a collection of random solutions known as particles, with a 
group of particles being referred to as a crowd or flock. 
Mathematically, initialization of the ith particle is determined 
by &� = '( + )!
 (*( − '(), were '( and *(  are the lower and 
upper bounds. Each particle in the solution space is first 
assigned a random value as part of the search process. Each 
particle’s position will be modified at each iteration based on 
its best position ,� and the best positions of the other particles 

in its topological neighborhood "-./0. The velocity vector 1�2  
will be added to find the new position. PSO is an iterative 

process, and at each iteration 1�2  and &�  are defined respectively 
according to the following rules: 

1�2 = 31�2�� + 4�5�(,-/.0� − &�) + 4656("-./0 − &�)    (6) 

&�2 = &�2�� + 1�2    (7) 

were 3 represents the inertia weight which is significant in the 

exploration/exploitation process, 1�2  and &�2  indicate the 
velocity and the position of the ith particle at iteration 0, ,-/.0� 
and "-./0  stand for the location of the best solution so far 
discovered by the ith particle and the best overall solution 
respectively. Two random numbers, 4� and 46, were produced 
from a uniformly distributed range 70, 19 Since 5� is multiplied 
by the distance to each particle’s optimal position and 56  is 
multiplied by the distance to the optimal position for all 
particles, 5� and 56  are the cognition and social learning 
components respectively.  

B. Firefly Algorithm (FA)  

FA was first developed in [11, 12]. FA is known as a 
metaheuristic optimization technique which is inspired by the 
natural behavior of fireflies [11-14]. The algorithm considers 
randomly generated solutions as fireflies, and brightness is 
assigned based upon their performance on the objective 
function. One of the rules used to construct the algorithm is that 
a firefly will be attracted to a brighter firefly, and if there is no 
brighter firefly, it will move randomly. The inverse square law 
is used to calculate the amount of light (�) at a given distance 
()) from a light source. As a result, as distance rises, light 
intensity diminishes. In addition, light weakens and loses 
intensity as distance rises due to absorption by the air. Due to 
these factors, fireflies can typically be seen from only a few 
hundred meters away, which is a sufficient range for them to 
communicate. As a result, flashing light may be expressed as 
the objective function to be improved, which offers a new 
population-based optimization method [11, 12]. According to 
the inverse square law, a light intensity �()) at ) distance from 
a light source �: can be estimated by: 

� ()) = ;<
=�     (8) 
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Light is absorbed in an environment with a constant light 
absorption coefficient >?70, ∞9. As a result, one can use the 
following equation to build a Gaussian: 

A ()) = AB.�C=�    (9) 

A firefly’s attraction at a distance )  is A ()) , while its 
attractiveness at ) = 0 is AB. Suppose � and D are two fireflies 

with positions ��(&� , E�)  and �F(&F , EF)  respectively. The 

Euclidean distance )�F between two fireflies is computed by: 

)�F = G�� − �FG = H(&� − &F)6 − (E� − EF)6     (10) 

The new position ��  of the less brilliant firefly �  and its 
migration toward the more brilliant firefly D, is calculated by:  

�� = �� + AB.�C=IJ�K&F − &�L + M?�       (11) 

where ?�  is a vector of random variables drawn from the 
Gaussian distribution and M ∈ 70, 19  is a randomization 
parameter [15, 16]. 

3 = 3� − O PI�PQ
�2R=S2�TUVWXY × �0.)!0�[
    (12) 

\(�, 0) = ]true, if \�0.
.//(,!)0�d'.�2 ≤ "-./02��
true, if \�0.
.//(,!)0�d'.�2 > "-./02��g  (13) 

��(0 + 1) = ��(0 + 1) − ��_2R$i   (14) 

where: 

��(0 + 1) = ��(0) + AB.�C=IJ�(��(0)-"-./02��)+M?�, 
3  is the inertia weight, 3�  and 3j are the initial and final 

values of the linear decreasing inertia weight respectively. 

V. THE PROPOSED SEPARATION APPROACH 

The proposed separation approach is presented in this 
section. The newly developed BSS system is used here in order 
to solve issues with multiple image source separation. Our 
technique is based on the HFPSO algorithm [17]. This 
hybridization makes allow combining the search power PSO 
with the optimization capabilities of FA. This approach makes 
use of both algorithms’ characteristics and seeks to find a 
balance between exploration and exploitation [17]. Basically, 
our approach has been implemented in 4 stages (See Figure 1): 
In the first stage, the input image sources decomposed into 1-D 
signals are mixed. After that, HFPSO algorithm is used to 
unmix the output signals. Then, (3) is used to estimate the 
output signals and the estimated output signals were 
transformed into images. In the last stage, the effectiveness of 
the BSS system is assessed.  

A. Hybrid Firefly and PSO (HFPSO) 

PSO is typically utilized in the global search in the 
proposed hybrid combination of two algorithms because it 
offers quick convergence in exploration. Furthermore, FA is 
frequently employed in local search since it offers exploitation 
fine-tuning. Studies on inertia weight that are dynamically 
modified and take improvements over prior personal bests have 
been successful [16]. The main objective of HFPSO is to 
benefit from the advantages of FA and PSO algorithms [17]. 
Exploration will benefit from the PSO algorithm, and the FA 
will look after local search. The inertia weight will be 
dynamically updated. The initialization of all the parameters is 
the first step in the HFSPO algorithm. Particle locations and 
velocities are initialized to random values in the predetermined 
ranges. Fitness, global best ( "-./0 ), and individual best 
(,-./0�) will then be computed. The particle’s fitness in the 
current stage and in the previous iteration will be compared 
according to (13). The FA will assume control and local search 
will begin if the particle fitness value is the same or improved; 
otherwise, the PSO algorithm proceeds in accordance with (6). 
If the FA algorithm is in use, then (11) and (14) will be used to 
determine position and the velocity. The ranges of position and 
velocity for each firefly and each particle are checked in the 
following step. The process will be stopped if the maximum 
number of iterations is reached and the output will be "-./0 
and its fitness value. 

B. Evaluation of the Objective Function 

The fitness function suggested in this paper is based upon 
mutual information and kurtosis. Kurtosis is a crucial 
component of BSS. It is used here to sort the independent 
components and to measure the non-Gaussianity of signals. 
The degree of dependence between the components is 
measured with mutual information. The later must be kept to a 
minimum in order to have independent components. The 
definition of the mutual information is: 

�(E�, E6 , … , EU) = ∑ l(U�m� E�) − l(�)     (15) 

wherel(E�) = −� ∙ '["(,o�(E�)) and l(�) = −� ∙ '["(,o(E)) are 
the entropies of the estimated original signals, �  denotes the 
expectation operator, and ,o(E) the density of the kurtosis E. 
By using the following formula, the kurtosis of the estimated 
original signals can be calculated: 

p*)0(E) = ∑ |�(E�r) − 3�6(E�6)|U�m�     (16) 

The fitness function can be expressed by: 

t = �(E�, E6 , … , EU) + p*)0(E)     (17) 

When the fitness function t  is maximized, the estimated 
signals are mutually independent. 

 

Fig. 1.  Diagram of the proposed method. 
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C. BSS using HFPSO Algorithm 

In this part, the HFPSO algorithm will be used to determine 
the coefficient for the separating matrix �. By maximizing the 
objective function given in (17), the optimization technique 
seeks to identify the coefficients that will result in estimated 
signals that are independent. The dimension D of the 
optimization procedure is the same as the number of 
coefficients in the separation matrix. The iterative process of 
Figure 2 can be used to implement the HFPSO-based BSS 
algorithm. 

 

 

Fig. 2.  Pseudocode of the HFPSO BSS algorithm. 

VI. EXPERIMENTAL RESULTS AND ANALYSIS 

In this section, some computer simulations were carried out 
in order to assess the effectiveness and compare the 
performance of the proposed approach against PSO, ABC, and 
RobustICA [18]. In all the conducted experiments, four 
benchmark images ("Ily", "Parrot", "Barbara" and "Einstein") 
were used. During initialization, the sensors and sources are set 
to 2 elements each. The 2×2 mixing matrix �  is randomly 
chosen as follows:   

� = u 0.6    − 0.4−0.4         0.6     x 

A. Parameters Settings 

The different parameter initialization values for the 
proposed HFPSO approach are: The population ,[,  size is 
fixed to 50, the problem has a dimension of 4 ( y = 4 ), 
minimum velocity 1$�U = −1$Sz , maximum velocity 1$Sz = 0.1 , search range (&$Sz−&{|}) , inertia weight 3� = 0.9, and 3j = 0.5,5� = 1.49, 56 = 1.495, ~B = 0, > = 1, 

and MB = 0.5. 

B. Performance Evaluation 

In this paper, two performance indices have been used to 
assess the effectiveness of the propped method, the Peak 
Signal-to-Noise Ratio (PSNR) and the Structural Similarity 
Index Measure (SSIM). The PSNR is defined by [19]: 

PNSR(\, ") = 10'["�B O 6���
���(j,�)Y    (18) 

where MSE is the mean squared error which is calculated by 

MSE(\, ") = �
�×� ∑ ∑ (\�F − "�F)6�Fm���m�     (19) 

where \ is the original image, " is the reconstructed image and 
the size of the images is � × �. 

The SSIM index is defined as [20, 21]: 

SSIM(\, ") = (6�I�������)(6�I,������)
(�I������� ���)(�I������� ���)   (20) 

where ).d  and �  for the reconstructed and original images, 
respectively, and �=R�  and ��  are the mean standard deviations 
of the original and reconstructed images. The positive 
constants  d� and d6 are used to avoid a null denominator. We 
choose specifically in this paper  d� =(p��)6  and d6 =(p6�)6 , 
where p� = 0.01, p6= 0.03 and � = 255.  

In order to assess the performance of the proposed 
approach, three different simulations were conducted. The 
obtained results are presented in Figures 3 and 4 for the noise-
free case and in Figure 5 for the noisy case. For noisy mixtures, 
we assumed that the mixed images are corrupted by an additive 
white Gaussian noise with SNR equal to 5dB. We list in the 
upper-left part of each Figure the used grayscale benchmark 
images ("Bear Lake Lighthouse" and "Henry David Thoreau" 
images for Figure 3, "Charlie Chaplin" and "Albert Einstein" 
images for Figures 4 and 5). These test images were marked as 
Public Domain or CC0 and are free to use [22]. The sizes of all 

test images are 256256. The mixtures of each pair of images 
appear always in the upper-right part of the presented Figures. 
As a result of the experiments, the separated images from 
RobustICA, PSO, ABC, and the proposed approach are listed 
in the second and third rows of these Figures. For the noise-free 
case, Figure 3 shows the experimental results with "Bear Lake 
Lighthouse" and "Henry David Thoreau" images, while the 
obtained results for "Charlie Chaplin" and "Albert Einstein" 
images are presented in Figures 4 and 5. 

It is illustrated in Figures 3 and 4 and can be seen from the 
obtained results for the noise-free scenario, that the proposed 
approach performs better than RobustICA, PSO, and ABC. In 
fact, we can observe that the separated images using our 
method have a better quality compared to those separated by 
other methods. PSO and ABC provide acceptable results as 
well (see Figures 3(d), 3(e), 4(d) and 4(e)). It can be observed 
also that the separation quality of the RobustICA method is 
relatively poor. In order to evaluate quantitatively the 
effectiveness of the introduced approach and compare its 
separation performance against RobustICA, PSO, and ABC 
methods, the PSNR and SSIMindices were used. For instance, 
the numerical metrics obtained from different separation 
methods are reported below subfigures (c), (d), (e) and (f) of 
Figures 3 and 4. From this, we can observe that the visual 
improvements of the proposed separation method are consistent 
with the reported numerical results. 
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(a) 

 
 

(b) 

 

PSNR=−1.9971dB, SSIM=−0.8350     PSNR=−2.0137dB, SSIM=−0.8471 

(c) 

 

PSNR=7.5250dB, SSIM=−0.1464     PSNR=9.4276dB, SSIM=−0.1322 

(d) 

 

PSNR=9.4276dB, SSIM=−0.1322     PSNR=27.2236dB, SSIM=0.9396 

(e) 

 
PSNR=27.2236dB, SSIM=0.9396     PSNR=22.6101dB, SSIM=0.8680 

(f) 

 
PSNR=23.1115dB, SSIM=0.8458     PSNR=28.3043dB, SSIM=0.9507 

Fig. 3.  Results of separating mixtures of noise-free images (a) original images. From left to right: "Bear Lake Lighthouse" and "Henry David Thoreau",  

(b) mixed images, (c) RobustICA, (d) PSO, (e) ABC, (f) proposed. 

(a) 

 
 

(b) 

 

PSNR=−1.9012dB, SSIM=−0.8267     PSNR=−2.8515dB, SSIM=−0.7951 

(c) 

 

PSNR=5.8787dB, SSIM=−0.0893     PSNR=3.2623dB, SSIM=−0.2733 

(d) 

 
PSNR=18.3893dB, SSIM=0.6466     PSNR=20.2721dB, SSIM=0.8788 

(e) 

 
PSNR=16.5566dB, SSIM=0.6650     PSNR=21.1023dB, SSIM=0.7090 

(f) 

 
PSNR=31.7251dB, SSIM=0.9825     PSNR=21.5259dB, SSIM=0.7790 

Fig. 4.  Results of separating mixtures of noise-free images: (a) Original images. From left to right:"Charlie Chaplin" and "Albert Einstein",(b) mixed images 

(c) RobustICA, (d) PSO, (e) ABC, (f) proposed. 
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(a) 

 
 

(b) 

 

PSNR=−1.9012dB, SSIM=−0.8267    PSNR=−2.8515dB, SSIM=−0.7951 

(c) 

 

PSNR=5.0329dB, SSIM=−0.0947     PSNR=2.1783dB, SSIM=−0.2988 

(d) 

 
PSNR=15.9317dB, SSIM=0.5827     PSNR=19.1798dB, SSIM=0.8088 

(e) 

 
PSNR=15.4666dB, SSIM=0.5677     PSNR=19.1782dB, SSIM=0.6914 

 

(f) 

 
PSNR=19.2665dB, SSIM=0.7070         PSNR=26.9971dB, SSIM=0.8298 

Fig. 5.  Results of separating mixtures at noise level 5dB (a) Original images, (b) mixed images, (c) RobustICA, (d) PSO, (e) ABC, (f) proposed. 

TABLE I. PSNR (DB) FOR THE PROPOSED APPROACH, ABC, PSO AND 

ROBUSTICA ALGORITHMS AT DIFFERENT NOISE LEVELS 

Separation 
method 

Proposed ABC PSO RobustICA 

SNR =      

Charlie Chaplin 31.7251 16.5566 20.2721 3.2623 

Albert Einstein 21.5259 21.1023 18.3893 5.8787 

SNR = 5dB     

Charlie Chaplin 26.9971 15.4666 19.1798 2.1783 

Albert Einstein 19.2665 19.1782 15.9317 5.0329 

SNR = 0dB     

Charlie Chaplin 21.5486 12.5340 17.2280 2.744 

Albert Einstein 14.9109 13.8784 12.7259 5.6871 

SNR = -5dB     

Charlie Chaplin 17.1398 13.3876 17.0051 2.3869 

Albert Einstein 11.0998 11.0006 11.0156 5.1287 

 

Now, we will show the results of separation process at 
different noise levels (SNR = ∞, 5, 0, and -5 dB). According to 
Figure 5, for noisy images at SNR=5dB, it can be observed that 
our method still provides acceptable separation quality despite 
the presence of additive white Gaussian noise (See Figure 5(f)). 
However, the RobustICA is highly affected by noise and 
provides therefore much poorer quality than PSO and ABC. 
This is well illustrated in Figure 5(c)-(e). Further numerical 
results are summarized in Tables I and II. Here the test images 
are only "Charlie Chaplin" and "Albert Einstein", since the 

other cases give similar conclusions. For all noise levels, Table 
I indicates that the PSNR  of the resulting images by the 
proposed method is the best. In addition, as illustrated in Table 
II, our approach achieves also the highest SSIM results for the 
considered noise levels. In summary, it can be shown that the 
proposed method produces higher quality and efficiency 
compared to the RobustICA, PSO, and ABC approaches in 
terms of PSNR  and SSIM  indices. This indicates that our 
approach has strong separation capability. 

TABLE II. SSIM FOR THE PROPOSED APPROACH, ABC, PSO AND 

ROBUSTICA ALGORITHMS AT DIFFERENT NOISE LEVELS 

Separation 

method 

Proposed 

approach 

ABC 

algorithm 
PSO RobustICA 

SNR =      

Charlie Chaplin 0.9825 0.6650 0.8788 -0.2733 

Albert Einstein 0.7790 0.7090 0.6466 -0.0893 

SNR = 5dB     

Charlie Chaplin 0.8298 0.5677 0.8088 -0.2988 

Albert Einstein 0.7070 0.6914 0.5827 -0.0947 

SNR = 0dB     

Charlie Chaplin 0.6514 0.4402 0.6276 -0.2923 

Albert Einstein 0.6109 0.5502 0.4453 -0.0767 

SNR = -5dB     

Charlie Chaplin 0.6084 0.5464 0.5938 -0.2994 

Albert Einstein 0.3049 0.3008 0.3036 -0.0898 
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VII. CONCLUSION 

This paper addressed the blind source separation problem 
by introducing a novel image separation approach based on a 
hybrid firefly and particle swarm optimization algorithm. The 
performance of the proposed approach has been assessed and 
tested against PSO, RobustICA, and ABC methods using 
different benchmark images. The simulation results 
demonstrate that our approach is more effective at separating 
noiseless source images from their observed mixture than other 
methods. In addition, the proposed technique still provides 
acceptable separation quality in noisy situation. As a future 
perspective, it will be good to examine multi-objective 
optimization for more than two sources. 
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