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Abstract—Scalability and ease of implementation make Peer-to-
Peer (P2P) infrastructure an attractive option for live video 

streaming. Peer end-users or peers in these networks have 

extremely complex features and exhibit unpredictable behavior, 

i.e. any peer may join or exit the network without prior notice. 

Peers' dynamics is considered one of the key problems impacting 

the Quality of Service (QoS) of the P2P based IPTV services. 
Since, peer dynamics results in video disruption to consumer 

peers, for smooth video distribution, stable peer identification 

and selection is essential. Many research works have been 

conducted on stable peer identification using classical statistical 

methods. In this paper, a model based on machine learning is 

proposed in order to predict the length of a user session on 

entering the network. This prediction can be utilized in topology 
management such as offloading the departing peer before its exit. 

Consequently, this will help peers to select stable provider peers, 

which are the ones with longer session duration. Furthermore, it 

will also enable service providers to identify stable peers in a live 

video streaming network. Results indicate that the SVR based 

model performance is superior to an existing Bayesian network 
model. 

Keywords-P2P IPTV; user behavior; machine learning; SVR; 

Bayesian network; session prediction   

I. INTRODUCTION  

The advances in Internet speed and bandwidth over the past 
decade and the growing acceptance of peer-to-peer (P2P) 
applications have changed the culture of networking. The idea 
of P2P has opened a new era for the future development of 
human society, and particularly the digital video industry, by 
creating platforms for people to cooperate in exchanging data 
such as files, pictures, videos and music. Video streaming over 
the Internet is challenging since initially the Internet was not 
designed for such services. Video streaming can involve a very 
large number of users and it requires huge amounts of 
bandwidth as compared to other services. Live video streaming 

adds to the challenges as it imposes stringent playback 
deadlines and uses small buffers. To respond to the need of 
enabling live streaming over the Internet, a number of solutions 
have emerged. These are client/server, IP multicast, CDN and 
P2P based architectures. In contrast to other architectures, P2P 
solution, also called P2P IPTV, is potentially self-scalable and 
can be easily deployed with low cost over the existing 
infrastructure due to its implementation at application layer. In 
P2P approach, end-hosts become peers and they are placed in 
an overlay, virtual, self-organized network. Hosts in a P2P 
network receive stream and relay it to the other peers in the 
overlay, thus joining peers not only consume but also share 
resources. Nonetheless, implementing real-time video sharing 
applications through P2P networks poses many challenges due 
to the heterogeneity of the end-points and access networks, 
peer dynamics, and other IP network-inherited issues. Peer 
dynamics in a P2P network, when peers join or leave the 
overlay network without warning, is considered a major 
problem. When a user leaves the network the availability of the 
stream to all its dependents peers is disrupted. The dependent 
peers need some time to reconnect to other stream provider 
peers to receive the stream. Similarly, when a user joins a P2P 
system, the selection of a stable peer is needed. The majority of 
the existing approaches to find that stable peer are based on 
classical statistical methods which generalize the problem to a 
greater extent making it inappropriate for such a scenario 
which involves users. As user behavior is a complex issue, 
changing from one user to another, such models are not very 
efficient to observe the stability of an individual peer controlled 
by a user [1, 2]. A few latter works such as [3], attempt to 
model user behavior through Bayesian Network, which also 
considers contextual information. We chose the same approach 
and aimed at reducing the prediction error.    

In this paper, an SVR based machine learning model is 
proposed to predict the session duration of a newly joined peer 
based on his past data. Such an outcome can be used in a 
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number of ways in topology management of P2P IPTV systems 
for improved quality of streaming. For example, identification 
of a stable peer can be helpful to design and maintain stable 
topology resulting in better delivery of video stream. We also 
compare this model on the same data set with an existing 
Bayesian network model. 

II. RELATED WORK 

User behavior is playing a vital role in the performance of 
P2P systems. In order to improve the performance of P2P live 
video streaming systems, many researchers have modeled 
different aspects of user behavior. These works can be broadly 
divided into two types, namely the classical statistics-based 
methods and machine learning based methods.  

Users have daily patterns in arrivals and session length in a 
music streaming service. Therefore, the user’s first session can 
predict the following sessions and downtime in the service [4]. 
Similarly, the selection of stable peers enhances the streaming 
quality of peers and reduces playback interruptions [5]. To 
study user dynamics in live video streaming services, authors in 
[6] analyze how user join and leave the streaming service. They 
divide the user behavior based on the elapsed time and analyze 
the impact of stream disruption on stability. For this they 
intentionally put a disruption into a streaming session for 200 
seconds and observe the number of remaining users in the 
session during this period. They notice that some of the users 
wait until 80 seconds, while others quit the session after 30 
seconds. This clearly shows the importance of streaming 
quality for peer stability. To identify stable peers in the 
network, authors in [1] use the statistical correlation-based 
method which reveals that the time spent in the current session 
is positively correlated to the remaining time in the same 
session. They also propose a network topology where these so-
called stable peers are placed near the root node. Another 
approach [2] that creates a stable backbone and then allows 
unstable peers to connect to the backbone uses the same 
principle for the identification of stable peers, which is a core 
component of the whole approach since the reliability of the 
system depends upon the stability estimation of the peer. 
However, stability of peers comes from user behavior and its 
estimation only from peer’s age needs improvement since user 
behavior involves several metrics such as time of the day and 
day of the week [22]. A major contribution in this area appears 
in [7], in which survival analysis techniques are used to find the 
impacting factors of stability. They conjecture that stability is 
impacted by popularity, daytime and streaming quality. This 
work paves the way to consider models that involve more 
variables instead of the sole consideration of elapsed time. 
Towards this, authors in [8] first compare the observations of 
numerous measurements performed over the behavior in live 
video streaming systems. They extract user behavior metrics, 
which are studied commonly. They also extract the 
relationships of these behaviors with the external environment 
and network performance variables. All this information is 
collected in the form of a causal graph which can be used in 
user behavior models. 

Concerning the application of machine learning to IPTV 
systems, a deep neural network-based model is proposed in [9] 
to choose the appropriate bit-rate to enable adaptive bit-rate 

streaming. Similarly, authors in [10] propose a collaborative 
filtering method based on transfer learning, which predicts the 
neighbor peer having best QoS by using his past usage 
experiences of a small number of other peers who have 
evaluated this node. To restrict the cloud rental cost to a desired 
QoS level, authors in [11] use reinforcement learning in a cloud 
assisted P2P streaming system. Fuzzy logic is used in [12] to 
construct a P2P IPTV overlay. The authors define priority to 
choose a parent peer which is a combination of peer’s age, 
upload bandwidth, and utilization. Fuzzy logic is used to 
determine the overall priority of a peer for parent selection. 
Prediction of the next channel in IPTV is used to pre-stream the 
likely channels to users they may choose to watch next. For this 
purpose an agent-based model attempts to predict the next 
channel in [13]. The efficiency of different classifiers over the 
prediction of the next channel has been evaluated in [14]. For 
session duration prediction, authors in [15] first analyze session 
length in mobile based online services and then propose a 
Gradient Boosted Tree based algorithm to predict the length of 
the users’ sessions. They use this prediction for video 
recommendation. Video disruption has a large impact on video 
streaming performance by creating high peer dynamics. So 
minimizing video disruption can improve streaming 
performance in P2P systems. To minimize video disruption due 
to user dynamics, one solution is to identify stable peers in the 
network. For stable peer identification, authors in [3] employ a 
contextual approach which not only considers users’ past 
sessions but also includes the impacting variables of the 
session. They use a Bayesian network model in global and 
local scenarios. In the global scenario, a Bayesian network is 
trained and tested on mixed data of all users while in the local 
case they train and test the model on data of individual users. 
Their results show that accuracy is far better in the local case. 
We consider this latter approach to improve its performance 
further by reducing the prediction error. 

III. MACHINE LEARNING MODELS FOR SESSIONS 

As discussed above, very few existing works have 
attempted to include all important variables to model user 
behavior, so our work aims to consider all established variables 
for which data are available. These variables have been taken 
from [8] which has synthesized user behavior measurements 
for extraction of these variables. These are time-of-day, content 
type, arrival rate, departure rate, session duration, and 
popularity. Furthermore, we target a local model which learns 
and predicts the behavior of an individual user. Such a model 
needs to be trained on the data of user activities. To test the 
model, we will provide it with other available information 
except the current session duration which it needs to predict. 
Since we need to predict the session duration, which is a 
regression type problem, we chose to use Support Vector 
Regressor (SVR) model for this problem. To the best of our 
knowledge, SVR has not been used before for this particular 
problem but it is used for many other regression problems. 
Authors in [23] used SVR machine learning models to improve 
the accuracy of short-term forecasting algorithms based on past 
electrical load data. To observe the efficiency of SVR over this 
problem, we also re-use a Bayesian network model from [3] 
and compare the results of SVR and Bayesian network. 
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A. Support Vector Regressor (SVR) 

As mentioned above, our problem is one of regression type, 
which is a generalization of the classification problem. In 
regression, the output of a model is a continuous value in 
contrast to an output belonging to a finite set. SVR is a 
generalization of Support Vector Machine (SVM) which is 
aimed at binary classification problems. SVMs formulate the 
binary classification problems as convex optimization 
problems which require finding the maximum margins that 
separate the hyperplane. The hyperplane is represented through 
support vectors. Introduction of an insensitive region around 
the function generalizes SVM to SVR. This region is termed as 
tube. SVR attempts to solve the optimization problem of 
approximating the continuous valued function and in the 
meanwhile balancing the complexity of the model and 
prediction error. It means that first a convex insensitive loss 
function is minimized and the flattest tube (containing most of 
the training instances) is found. In the next step, the convex 
optimization problem is solved, which has a unique solution, 
through appropriate numerical algorithms for optimization. The 
support vectors represent the hyperplane which consists of 
training samples lying outside the tube boundary. The most 
influential instances affecting the shape of the tube are 
contained in the support vectors [16]. To build and test the 
SVR model for our problem, we use the Python machine 
learning library’s built-in SVR model. The SVR model has a 
large number of parameters, which are configurable according 
to the data nature. To maximize support vector regression 
efficiency we need to pick the best values for these parameters 
for the model. Below, these parameters are described in detail 
and the selected value for our model. 

• Kernel: Our selected Python machine learning library 
provides several kernel functions for SVR. The kernel 
functions, which are widely utilized are Linear, Polynomial, 
Sigmoid, and Radial Basis. One needs to select the right 
kernel when applying the SVR technique. Kernel selection 
is not trivial as it involves optimization strategies to get the 
best combination. We applied each kernel one by one and 
analyzed the results. In the developed SVR model, we 
select the Radial Basis Function (RBF) kernel [17]. RBF 
kernel is the most commonly used kernel with a strong 
learning efficiency. RBF kernel functions are valid 
regardless of the conditions. 

• Gamma: The gamma parameter intuitively describes the 
degree of which the influence of a particular sample of 
training extends, with low values meaning “far” and high 
values meaning “near.” The gamma parameters can be 
interpreted as the opposite of the sample influence radius 
selected by the model as support vectors. We set different 
values for gamma parameter during experiments and select 
0.1 as the best value for our developed model. 

• Epsilon (ε): It specifies the epsilon-tube within which there 
is no penalty associated with predicted points within a 
epsilon distance from the actual value in the training loss 
function. Parameter ε controls the width of the epsilon-tube, 
used to fit the training data. The ε value can influence the 
number of support vectors used to construct the regression 
function. The greater the ε, the fewer support vectors are 

chosen. However, greater ε values lead to more flat 
estimates. We set different values for epsilon and analyzed 
the results. We chose number 0.1 for epsilon, which gives 
higher accuracy than other values. 

• C: C is a regularization parameter that manages the tradeoff 
between obtaining a low training error and a low test error, 
which is the opportunity to generalize a model to unseen 
data. We set different values for C during the experiments 
and selected 100 as the best value for our developed model. 

B. Bayesian Network Model 

A Bayesian network (BN) is a pair (�, �) , where � =(�,�) is a Directed Acyclic Graph (DAG) containing vertices 
� and edges � [18]. Vertices/nodes represent random variables 
and directed edges show informational or causal dependencies 
among variables [20]. Let us consider a set of random 
variables, 	 = 
�, … , 

 . Then �  is a set of conditional 
probability functions �(
�|
� . 
� 	∈	�������(
�)	). A directed 
link in �  from 
�  to 
�  means 
�  is the parent of 
� . Parent 
node has a direct influence on a child node through which the 
dependency relationships between the two variables is 
modeled. Variables having no parent are independent. Bayesian 
networks are a direct representation of the real world, not of the 
reasoning process. Although the directed edges in a network 
show direct dependency relationship between the variables, the 
reasoning process can propagate the information in any 
direction depending on the required result. Conditional 
independence makes a Bayesian network efficient to find the 
joint distribution. It states that a variable is conditionally 
independent from all its descendants given the states of its 
parents. For a given Bayesian network, the joint probability 
distribution over U can be computed as shown in (1): 

�(	) 	= ∏ 	� �
��
� , 
� 	∈	�������(
�)�
���     (1) 

The network structure can either be manually constructed 
by a domain expert or it can be developed from data through 
learning algorithms [19]. Similarly, parameters of each node 
which are needed to characterize each variable can be assigned 
manually to each node or learned from data [20]. Such a model 
naturally suits the user behavior model in P2P IPTV systems 
since session duration has dependency relationships with other 
variables such as content type and popularity. As shown in [3] 
the Bayesian network has been manually constructed and 
parameters are learned from data. This Bayesian network is a 
mix of continuous and discrete variables. Time-of-day and 
content type are independent variables while the other variables 
are dependent ones. Bayesian network allows estimating any 
variable in the model, in our case this variable is the session 
duration which will be estimated in the presence of other 
variables. We further explain these variables in terms of the 
dataset in the next section. 

IV. EXPERIMENTS 

A. Data Description 

The dataset generated through the established model of [21] 
was used. This model generates a synthetic dataset and it was 
used because a real dataset for such an experiment was not 
available. All the datasets we have analyzed either lack major 
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variables or they do not allow tracing individual users over 
different sessions. Our dataset consist of 462,825 instances. 
The dataset is divided into two subsets, the training set and the 
test set using Python library [18]. The train_test_split function 
of the library was used to divide the data. The random_state 
parameter was set to 5, which will ensure the same random 
number sequence is produced every time the code is run. The 
test_size parameter was set to 0.3, which divides the dataset 
into 70% for training and 30% for testing. We build our model 
using the training subset and evaluated it with the testing 
subset.  

B. Feature Selection 

• Join Time ��: This field includes a number from 1 to 1440 
which reflects the user’s joining day time in minutes. This 
field is available in the dataset. 

• Departure Time �� : Like joining time, departure time 
shows the time at which a user leaves a channel. This field 
is also available in the dataset. 

• Session Duration: The length of time between joining time 
and departure time which is essentially the time a user 
spends online. It is calculated from �� and ��. 

• Arrival Rate: Arrival rate is the number of joins in a 
specific minute of the day. It is deduced from the dataset. 

• Departure Rate: It is calculated like the arrival rate by 
counting the number of leaves/quits in a particular minute. 

• Population: Population is the online user count at a given 
minute of the day. It is also called popularity. 

• Content Type: This feature shows the type of the content 
broadcasted at each minute of the day. There are three types 
of content, which are fiction, sports, and reality. These 
types are labeled as 1, 2, and 3 respectively. 

All these variables were provided to our chosen machine 
learning models except departure time, since [8] does not 
mention any impact of departure time on session duration. 

C. Efficiency Measurement 

To measure the performance of our model, we used Mean 
Absolute Error (MAE), Mean Squared Error (MSE) and Root 
Mean Squared Error (RMSE). 

MAE is an average of absolute differences between the 
actual target values and the model predicted values. The MAE 
is a linear score which means that all the individual differences 
are weighted equally in the average: 

 !� = (�
) ∑ |#� − ŷ�|
���     (2) 

where, � denotes the number of records in the data set and #� 
and ŷ� are the predicted and target value respectively the for &'(  
record. 

MSE calculates the square difference between the model 
predicted value (session duration) and the actual target value 
for each point, and then averages those values. For a perfect 
model this value would be zero and the distance of its value 
from zero denotes the error. MSE can be computed as: 

 )� = (�
)∑ (#� − ŷ�
��� )*    (3) 
RMSE is a metric similar to MSE. It is actually measured in 

two stages. First, normal mean error is taken. The square root is 
added to allow the error ratio to be the same as the targets 
number. RMSE is computed by (4): 

+ )� = ,(�
)∑ (#� −ŷ�
��� )*    (4) 
D. Results 

To develop the SVR model, Radial Basis Function kernel in 
Python was used. Similarly, for the BN model the Bayes Net 
Toolbox for MATLAB [24] was utilized. Furthermore, 
Conditional Gaussian inference was used as this model 
involves continuous variables and to learn the parameters we 
used the maximum likelihood learning algorithm. We trained 
the SVR model on the training data subset making the session 
duration the target variable. Then we fed the testing subset to 
our model to predict the session duration. For a fair 
comparison, we trained the BN model on the same training 
subset and evaluated it on the same test subset. A scatter plot of 
actual versus predicted sessions can be seen in Figure 1 for 
both SVR and BN models. 

 

(a) 

 

(b) 

 
Fig. 1.  Actual versus predicted sessions (in minutes). 
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In such a plot the model with higher accuracy exhibits more 
points near the slope while their spread is small. It is obvious 
from these two plots that for SVR the points are aligned in such 
a way that it shows a slope and furthermore their distribution is 
uniform for shorter and longer sessions. By contrast, in the case 
of BN, the spread is larger which shows larger errors and 
furthermore for certain lengths the error is further larger. This 
shows an inconsistency by the BN model and larger error than 
SVR. For a concrete comparison, MAE, MSE and RMSE were 
calculated for the two models and were plotted in Figure 2. 
Considering the three parameters, SVR performance is far 
superior than BN’s. Since the unit of session duration is the 
minute in our experiment, it is evident that the MAE of 1.26 is 
a small error produced by SVR. 

 

 
Fig. 2.  MAE, MSE, and RMSE of SVR and BN. 

To conclude the discussion on results, the plots in Figures 
1-2 clearly indicate the superior accuracy of SVR model over 
the BN model for this problem on the considered dataset. 

V. CONCLUSION 

P2P networking is a suitable choice for broadcasting live 
videos, thanks to its scalability and ease of deployment. Since 
the building blocks in these networks are the peers, they exhibit 
the behavior of their users and this network becomes very 
dynamic. The leaving of a peer may disrupt streaming to 
consumer peers, which is the key problem for QoS of the P2P 
network.  

To handle this issue we proposed in advance prediction of 
the session duration of each peer. This will enable each 
consumer peer to know the provider peer’s quit time. 
Therefore, P2P network can be managed in such a way that 
stable peers function as provider peers avoiding the stream 
disruption due to abrupt departures. Towards this, an SVR 
model was proposed, which was compared with an existing BN 
model. We trained both models on the same training data 
subset and then evaluated them on the same testing data subset. 
Our results show that SVR model performs better than BN and 
reduces the RMSE from 6.85 to 3.07 which is a significant 
improvement. As a future perspective, other machine learning 
models will be studied and will be evaluated on real datasets. 
Furthermore, we plan to propose a complete framework for 
topology design and management through the predictions of 
machine learning models. 
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