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#### Abstract

We show that the energy transfer through an open quantum system with non-degenerate Hamiltonian weakly coupled with two reservoirs in equilibrium is approximately proportional to the difference of their temperatures unless both temperatures are small.

\section*{RESUMEN}

Mostramos que la transferencia de energía a través de un sistema cuántico abierto con Hamiltoniano no-degenerado débilmente acoplado con dos reservorios en equilibrio es aproximadamente proporcional a la diferencia de sus temperaturas a menos que ambas temperaturas sean pequeñas.
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## 1 Introduction

Energy transfer in classical and quantum systems and the validity of Fourier's law of heat conduction have been a hot topic for many years (see $[3,4,6,7,12,18,25,26]$ and the references therein). For quantum systems, in particular, after experimental evidence of effective quantum energy transfer in photosynthesis in some biological systems has been found (see [14, 24]), investigations have focused on understanding to what extent quantum mechanics contributes to transport efficiency.

Several models have been proposed involving open quantum systems (see e.g. [5, 6, 27]), mostly phenomenological, and also numerical simulations have been done showing different behaviours. The interaction of the open quantum system with reservoirs is described through interaction operators that appear in the dissipative part of the Gorini-Kossakowski-Sudharshan-Lindblad (GKSL) [17, 22] generator $\mathcal{L}$ of the dynamics, while the Hamiltonian part is given by the commutator with the system Hamiltonian $H_{S}$. However, when the GKSL generator is rigorously deduced from some scaling (weak coupling or low density limit) both the system Hamiltonian and the interaction operators appear in the GKSL generator $\mathcal{L}$ after non-trivial transformations (see [1, 2, 9, 10, 13, 19]).

In this paper we study models of open quantum systems rigorously deduced from the weak coupling limit. We consider a quantum system with non-degenerate Hamiltonian $H_{S}$ coupled with two reservoirs in equilibrium at inverse temperatures $\beta_{1} \leq \beta_{2}$ and study variation of energy due to couplings with each reservoir. It is well-known (see Lebowitz and Spohn [25] (V.28)) that, by the second law of thermodynamics, energy (heat) flows from the hotter to the cooler reservoir. The energy flow, in general, is not proportional to the difference of temperature because of the nonlinear dependence of susceptibilities on temperature, namely an exact Fourier's law does not hold.

However, we rigorously prove that it holds in an approximate way when the temperatures of reservoirs are not too small or, as an alternative, differences between nearest energy levels are small. More precisely, we show that the amount of energy flowing through the system, Theorem 4.2 , formula (4.5), is approximately proportional to the product of the temperature differences and a constant (conductivity) which can be interpreted as the average energy needed to jump from a level to the following higher level.

The paper is organised as follows. In Section 2 we introduce quantum Markov semigroups (QMS) arising from the weak coupling limit of a non-degenerate system with two Boson reservoirs. The energy flow is computed explicitly in Section 3, Theorem 3.3, formula (3.7). The dependence of the energy flow on temperatures is studied in Section 4. Moreover, we also study (Theorem 4.3) the asymptotic behaviour of the invariant state when the eigenvalues of $H_{S}$ increase in number and form a set more and more packed. It turns out that the invariant state converges towards a

Gibbs state with temperature equal to the mean temperatures of the two baths.
Finally, in Section 5, we consider as system the Ising model Hamiltonian and show that the energy flow in this case is zero. We have not been able to extend our analysis to quantum spin chains because their Hamiltonians are highly degenerate and the GKSL generator arising from the weak coupling limit, albeit explicit, is not easily treatable. In particular, we could not extract the relevant information on invariant states.

## 2 Semigroups of weak coupling limit type

We consider an open quantum system with Hamiltonian $H_{S}$ acting on a complex separable Hilbert space $h$ with discrete spectral decomposition

$$
\begin{equation*}
H_{S}=\sum_{m \geq 0} \varepsilon_{m} P_{\varepsilon_{m}} \tag{2.1}
\end{equation*}
$$

where $\varepsilon_{m}$, with $\varepsilon_{m}<\varepsilon_{n}$ for $m<n$, are the eigenvalues of $H_{S}$ and $P_{\varepsilon_{m}}$ are the corresponding eigenprojectors. The system is coupled with two reservoirs each one in equilibrium with inverse temperatures $\beta_{1} \leq \beta_{2}$ with interaction Hamiltonians

$$
H_{1}=D_{1} \otimes A^{+}\left(\phi_{1}\right)+D_{1}^{*} \otimes A^{-}\left(\phi_{1}\right), \quad H_{2}=D_{2} \otimes A^{+}\left(\phi_{2}\right)+D_{2}^{*} \otimes A^{-}\left(\phi_{2}\right)
$$

where $D_{1}, D_{2}$ are bounded operators on h and $A^{+}\left(\phi_{j}\right), A^{-}\left(\phi_{j}\right)$ creation and annihilation operators, in the Fock space of the reservoir $j$, with test function $\phi_{j}$.

It is well-known (see $[2,9,13,25]$ ) that, in the weak coupling limit, the evolution of the system observables is governed by a quantum Markov semigroup (QMS) on $\mathcal{B}(h)$, the algebra of all bounded operators in $h$, with generator of the form

$$
\begin{equation*}
\mathcal{L}=\sum_{j=1,2, \omega \in \mathrm{~B}} \mathcal{L}_{j, \omega} \tag{2.2}
\end{equation*}
$$

where $B$ is the set of all Bohr frequencies

$$
\begin{equation*}
\mathrm{B}:=\left\{\omega \mid \exists \varepsilon_{n}, \varepsilon_{m} \text { s.t. } \omega=\varepsilon_{n}-\varepsilon_{m}>0\right\} . \tag{2.3}
\end{equation*}
$$

For every Bohr frequency $\omega, \mathcal{L}_{j, \omega}$ is a generator with the Gorini-Kossakowski-Sudharshan-Lindblad (GKSL) structure (see [17, 22])

$$
\begin{align*}
\mathcal{L}_{j, \omega}(x) & =\mathrm{i}\left[H_{j, \omega}, x\right]-\frac{\Gamma_{j, \omega}^{-}}{2}\left(D_{j, \omega}^{*} D_{j, \omega} x-2 D_{j, \omega}^{*} x D_{j, \omega}+x D_{j, \omega} D_{j, \omega}^{*}\right) \\
& -\frac{\Gamma_{j, \omega}^{+}}{2}\left(D_{j, \omega} D_{j, \omega}^{*} x-2 D_{j, \omega} x D_{j, \omega}^{*}+x D_{j, \omega} D_{j, \omega}^{*}\right) \tag{2.4}
\end{align*}
$$

for all $x \in \mathcal{B}(\mathrm{~h})$, with Kraus operators $D_{j, \omega}$ defined by

$$
\begin{equation*}
D_{j, \omega}=\sum_{\left(\varepsilon_{n}, \varepsilon_{m}\right) \in \mathrm{B}_{\omega}} P_{\varepsilon_{m}} D_{j} P_{\varepsilon_{n}} \tag{2.5}
\end{equation*}
$$

where $\mathrm{B}_{\omega}=\left\{\left(\varepsilon_{n}, \varepsilon_{m}\right) \mid \varepsilon_{n}-\varepsilon_{m}=\omega\right\}, \Gamma_{j, \omega}^{ \pm}=f_{j, \omega} \gamma_{j, \omega}^{ \pm}$

$$
\gamma_{j, \omega}^{-}=\frac{\mathrm{e}^{\beta_{j} \omega}}{\mathrm{e}^{\beta_{j} \omega}-1}, \quad \gamma_{j, \omega}^{+}=\frac{1}{\mathrm{e}^{\beta_{j} \omega}-1}, \quad f_{j, \omega}=\int_{\left\{y \in \mathbb{R}^{3}| | y \mid=\omega\right\}}\left|\phi_{j}(y)\right|^{2} \mathrm{~d}_{s} y
$$

( $\mathrm{d}_{s}$ denotes the surface integral) and $H_{j, \omega}$ are bounded self-adjoint operators on h commuting with $H_{S}$ of the form

$$
H_{j, \omega}=\kappa_{j, \omega}^{-} D_{j, \omega}^{*} D_{j, \omega}+\kappa_{j, \omega}^{+} D_{j, \omega} D_{j, \omega}^{*}
$$

for some real constants $\kappa_{j, \omega}^{ \pm}$.
In the sequel, following a customary convention to simplify the notation, we also denote $D_{j, \omega}^{-}:=D_{j, \omega}$ and $D_{j, \omega}^{+}:=D_{j, \omega}^{*}$ and write

$$
\begin{equation*}
\mathcal{Q}_{j, \omega}^{ \pm}(x)=-\frac{1}{2} D_{j, \omega}^{\mp} D_{j, \omega}^{ \pm} x+D_{j, \omega}^{\mp} x D_{j, \omega}^{ \pm}-\frac{1}{2} x D_{j, \omega}^{\mp} D_{j, \omega}^{ \pm} \tag{2.6}
\end{equation*}
$$

the term of the GKSL generator arising from the interaction with the bath $j$ due the Bohr frequency $\omega$ is

$$
\mathcal{L}_{j, \omega}=\Gamma_{j, \omega}^{-} \mathcal{Q}_{j, \omega}^{-}+\Gamma_{j, \omega}^{+} \mathcal{Q}_{j, \omega}^{+}+\mathrm{i}\left[H_{j, \omega}, \cdot\right]
$$

and the term arising from the interaction with the reservoir $j$ is

$$
\mathcal{L}_{j}=\sum_{\omega \in \mathrm{B}} \mathcal{L}_{j, \omega}
$$

We now make some assumptions on constants in such a way as to ensure boundedness of operators $\mathcal{L}_{j}$. First of all note that the series $\sum_{\omega} D_{j, \omega}^{*} D_{j, \omega}$ is strongly convergent. Indeed, for all vector $u=\sum_{n \geq 0} P_{\varepsilon_{n}} u$ in h, we have

$$
\begin{aligned}
\sum_{\omega}\left\langle u, D_{j, \omega}^{*} D_{j, \omega} u\right\rangle & =\sum_{\omega} \sum_{n, m \geq 0}\left\langle P_{\varepsilon_{m}-\omega} D_{j} P_{\varepsilon_{m}} u, P_{\varepsilon_{n}-\omega} D_{j} P_{\varepsilon_{n}} u\right\rangle \\
& =\sum_{\omega} \sum_{n \geq 0}\left\langle D_{j} P_{\varepsilon_{n}} u, P_{\varepsilon_{n}-\omega} D_{j} P_{\varepsilon_{n}} u\right\rangle \\
& \leq \sum_{n \geq 0}\left\|D_{j} P_{\varepsilon_{n}} u\right\|^{2} \\
& =\left\|D_{j}\right\|^{2}\|u\|^{2}
\end{aligned}
$$

As a consequence, if we assume

$$
\sup _{\omega \in \mathrm{B}} \Gamma_{j, \omega}^{ \pm}<+\infty, \quad \sup _{\omega \in \mathrm{B}}\left|\kappa_{j, \omega}^{ \pm}\right|<+\infty
$$

for $j=1,2$ GKSL generators $\mathcal{L}_{j}$ turn out to be bounded. The above condition will be assumed to be in force throughout the paper.

Remark. Note that $\mathcal{L}_{j}$ depends on the inverse temperature $\beta_{j}$ only through the constants $\gamma_{j, \omega}^{ \pm}$. The above notation follows that of [1].

For all normal linear operator $\mathcal{S}$ on $\mathcal{B}(\mathrm{h})$ we denote by $\mathcal{S}_{*}$ the predual operator acting on the Banach space of trace class operators on $h$. Therefore, we denote by $\mathcal{T}=\left(\mathcal{T}_{t}\right)_{t \geq 0}$ the QMS on $\mathcal{B}(\mathrm{h})$ generated by $\mathcal{L}$ and by $\mathcal{T}_{*}=\left(\mathcal{T}_{* t}\right)_{t \geq 0}$ the predual semigroup acting on trace class operators. In the same way, $\mathcal{T}^{j}$ (resp. $\mathcal{T}^{j, \omega}$ and $\mathcal{T}_{*}^{j, \omega}$ ) stand for the QMS generated by $\mathcal{L}_{j}$ (resp. $\mathcal{L}_{j, \omega}$ and its predual semigroup). In this paper we are concerned with normal states, therefore we shall identify them with their densities which are positive operators on $h$ with unit trace.

We end this section by checking that, if reservoirs have the same temperature $\beta_{1}=\beta_{2}=\beta$ and $Z_{\beta}:=\operatorname{tr}\left(\mathrm{e}^{-\beta H_{S}}\right)<+\infty$, then the Gibbs state has density

$$
\begin{equation*}
\rho_{\beta}=Z_{\beta}^{-1} \mathrm{e}^{-\beta H_{S}} \tag{2.7}
\end{equation*}
$$

and is stationary.

Proposition 2.1. If $\beta_{1}=\beta_{2}=\beta$ and

$$
Z_{\beta}:=\operatorname{tr}\left(\mathrm{e}^{-\beta H_{S}}\right)=\sum_{n \geq 0} e^{-\beta \varepsilon_{n}} \operatorname{dim}\left(P_{\varepsilon_{n}}\right)<+\infty
$$

then the Gibbs state (2.7) is invariant for all QMSs generated by $\mathcal{L}, \mathcal{L}_{1}, \mathcal{L}_{2}$.

Proof. We begin by observing that for $\left(\varepsilon_{n}+\omega, \varepsilon_{n}\right),\left(\varepsilon_{n}, \varepsilon_{n}-\omega\right) \in \mathrm{B}_{\omega}$, we can compute directly

$$
\begin{aligned}
\left(\mathcal{L}_{j, \omega}\right)_{*}\left(P_{\varepsilon_{n}}\right)= & \Gamma_{j, \omega}^{-}\left(P_{\varepsilon_{n}-\omega} D_{j} P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{n}-\omega}-P_{\varepsilon_{n}} D_{i}^{*} P_{\varepsilon_{n}-\omega} D_{j} P_{\varepsilon_{n}}\right)+ \\
& \Gamma_{j, \omega}^{+}\left(P_{\varepsilon_{n}+\omega} D_{j}^{*} P_{\varepsilon_{n}} D_{j} P_{\varepsilon_{n}+\omega}-P_{\varepsilon_{n}} D_{j} P_{\varepsilon_{n}+\omega} D_{j}^{*} P_{\varepsilon_{n}}\right)
\end{aligned}
$$

A state of the form $\rho=\sum_{n} \rho_{\varepsilon_{n}} P_{\varepsilon_{n}}$, which is a function of the system Hamiltonian $H_{S}$ (also called a diagonal state), satisfies

$$
\begin{aligned}
\mathcal{L}_{* j}(\rho)= & \sum_{\omega} \sum_{n}\left(\mathcal{L}_{j, \omega}\right)_{*}\left(\rho_{\varepsilon_{n}} P_{\varepsilon_{n}}\right) \\
= & \sum_{\omega} \sum_{\left(\varepsilon_{n}+\omega, \varepsilon_{n}\right) \in \mathrm{B}_{\omega}}\left(\rho_{\varepsilon_{n}+\omega} \Gamma_{j, \omega}^{-}-\rho_{\varepsilon_{n}} \Gamma_{j, \omega}^{+}\right) P_{\varepsilon_{n}} D_{j} P_{\varepsilon_{n}+\omega} D_{j}^{*} P_{\varepsilon_{n}}+ \\
& \sum_{\omega} \sum_{\left(\varepsilon_{n}, \varepsilon_{n}-\omega\right) \in \mathrm{B}_{\omega}}\left(\rho_{\varepsilon_{n}-\omega} \Gamma_{j, \omega}^{+}-\rho_{\varepsilon_{n}} \Gamma_{j, \omega}^{-}\right) P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{n}-\omega} D_{j} P_{\varepsilon_{n}} .
\end{aligned}
$$

Now if $\beta_{1}=\beta_{2}=\beta$ and $\rho_{\varepsilon_{n}}=\mathrm{e}^{-\beta \varepsilon_{n}}$ as in (2.7), we have

$$
\frac{\Gamma_{j, \omega}^{+}}{\Gamma_{j, \omega}^{-}}=\frac{\gamma_{j, \omega}^{+}}{\gamma_{j, \omega}^{-}}=e^{-\beta \omega}=\frac{\rho_{\varepsilon_{n}+\omega}}{\rho_{\varepsilon_{n}}}
$$

for all $j=1,2$, so that $\mathcal{L}_{* j}(\rho)=0$ and $\rho=\mathrm{e}^{-\beta H_{S}} / Z_{\beta}$ is an invariant state for the QMS generated by $\mathcal{L}_{j}$. Since $\mathcal{L}=\mathcal{L}_{1}+\mathcal{L}_{2}$ it is an invariant state also for the QMS generated by $\mathcal{L}$.

## 3 Energy current

The rate of energy variation in the system, in a state $\rho$, due to interaction with the reservoir $j$ is $\operatorname{tr}\left(\rho \mathcal{L}_{j}\left(H_{S}\right)\right)($ see $[25](\mathrm{V} .28))$. Therefore

$$
\begin{equation*}
\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)-\operatorname{tr}\left(\rho \mathcal{L}_{2}\left(H_{S}\right)\right) \tag{3.1}
\end{equation*}
$$

is twice the rate at which the energy flows through the system from the hotter bath to the colder bath, namely, the energy current through the system.

Adapting a result by Lebowitz and Spohn [25] Theorem 2 and Corollary 1, it is possible to prove that the energy current is non-negative for finite dimensional systems.

Theorem 3.1. Suppose that h is finite dimensional and let $\rho$ be a faithful invariant state, then the energy current (3.1) is non-negative.

Proof. If a system is weakly coupled to a single bath $j$ at inverse temperature $\beta_{j}$, it is well-known that the Gibbs state $\rho_{\beta_{j}}=Z_{\beta_{j}}^{-1} \mathrm{e}^{-\beta_{j} H_{S}}$, with $Z_{\beta_{j}}=\operatorname{tr}\left(\mathrm{e}^{-\beta_{j} H_{S}}\right)$, is invariant.
Consider the relative entropy of $\rho$ with respect to $\rho_{\beta_{j}}$ defined by $S\left(\rho \mid \rho_{\beta_{j}}\right)=\operatorname{tr}\left(\rho\left(\log \left(\rho-\log \rho_{\beta_{j}}\right)\right)\right.$ which is a notoriously non-increasing function (see [23], Theorem 1.5), i.e.

$$
S\left(\mathcal{T}_{* t}^{j}(\rho) \mid \mathcal{T}_{* t}^{j}\left(\rho_{\beta_{j}}\right)\right) \leq S\left(\rho \mid \rho_{\beta_{j}}\right)
$$

for all $\rho$ and $t \geq 0$. States $\mathcal{T}_{* t}^{j}(\rho), j=1,2$ will still be faithful for small $t$, therefore no problem arises when considering logarithms. Since $\rho_{\beta_{j}}$ is invariant, denoting $\rho_{t}:=\mathcal{T}_{* t}^{j}(\rho)$, and differentiating we find

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} S\left(\rho_{t} \mid \rho_{\beta_{j}}\right) & =\frac{\mathrm{d}}{\mathrm{~d} t} \operatorname{tr}\left(\rho_{t}\left(\log \rho_{t}-\log \rho_{\beta_{j}}\right)\right) \\
& =\operatorname{tr}\left(\rho_{t}^{\prime}\left(\log \rho_{t}-\log \rho_{\beta_{j}}\right)\right)+\operatorname{tr}\left(\rho_{t} \frac{\mathrm{~d}}{\mathrm{~d} t} \log \rho_{t}\right)
\end{aligned}
$$

Since for every $x>0, \log x=\int_{0}^{+\infty}\left(\frac{1}{1+s}-\frac{1}{x+s}\right) \mathrm{d} s$,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \log \rho_{t}=\int_{0}^{+\infty}\left(s+\rho_{t}\right)^{-1} \rho_{t}^{\prime}\left(s+\rho_{t}\right)^{-1} \mathrm{~d} s
$$

so that

$$
\operatorname{tr}\left(\rho_{t} \frac{\mathrm{~d}}{\mathrm{~d} t} \log \rho_{t}\right)=\operatorname{tr}\left(\rho_{t}^{\prime} \int_{0}^{+\infty} \rho_{t}\left(s+\rho_{t}\right)^{-2} \mathrm{~d} s\right)=\operatorname{tr}\left(\rho_{t}^{\prime}\right)=0
$$

By imposing $\rho_{\beta_{j}}=Z_{\beta_{j}}^{-1} e^{-\beta_{j} H_{S}}$, and recalling that $\rho_{t}^{\prime}=\mathcal{L}_{* j}\left(\rho_{t}\right), \operatorname{tr}\left(\rho_{t}^{\prime}\right)=0$ by trace preservation, we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} S\left(\rho_{t} \mid \rho_{\beta_{j}}\right) & =\operatorname{tr}\left(\rho_{t}^{\prime}\left(\log \rho_{t}-\log \rho_{\beta_{j}}\right)\right) \\
& =\operatorname{tr}\left(\rho_{t}^{\prime}\left(\log \rho_{t}+\beta_{j} H_{S}-\log Z_{\beta_{j}}^{-1}\right)\right) \\
& =\operatorname{tr}\left(\rho_{t}^{\prime} \log \rho_{t}\right)+\beta_{j} \operatorname{tr}\left(\rho_{t} \mathcal{L}_{j}\left(H_{S}\right)\right)
\end{aligned}
$$

In particular $\operatorname{tr}\left(\rho_{t}^{\prime}\left(\log \rho_{t}\right)\right)+\beta_{j} \operatorname{tr}\left(\rho_{t} \mathcal{L}\left(H_{S}\right)\right) \leq 0$ by monotonicity of the relative entropy, namely

$$
-\operatorname{tr}\left(\mathcal{L}_{* j}\left(\rho_{t}\right) \log \rho_{t}\right)-\beta_{j} \operatorname{tr}\left(\rho_{t} \mathcal{L}_{j}\left(H_{S}\right)\right) \geq 0
$$

In our context, the entropy production of the system due to interaction with the bath at inverse temperature $\beta_{j}$ is

$$
\begin{equation*}
-\operatorname{tr}\left(\mathcal{L}_{* j}\left(\rho_{t}\right) \log \rho_{t}\right)-\beta_{j} \operatorname{tr}\left(\rho_{t} \mathcal{L}_{j}\left(H_{S}\right)\right) \geq 0 \tag{3.2}
\end{equation*}
$$

Now, for all $\beta, \beta_{1}, \beta_{2}$ and $\rho$ stationary state for the system $S$ interacting with both baths, By taking a sum over $j$ of the inequality before (3.2), we obtain

$$
\beta_{1} \operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)+\beta_{2} \operatorname{tr}\left(\rho \mathcal{L}_{2}\left(H_{S}\right)\right) \leq 0
$$

Moreover, $\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)=-\operatorname{tr}\left(\rho \mathcal{L}_{2}\left(H_{S}\right)\right)$ and so

$$
\left(\beta_{2}-\beta_{1}\right) \operatorname{tr}\left(\rho \mathcal{L}_{2}\left(H_{S}\right)\right) \geq 0
$$

In view $\beta_{1} \geq \beta_{2}$, we have $\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)=-\operatorname{tr}\left(\rho \mathcal{L}_{2}\left(H_{S}\right)\right) \geq 0$ and the proof is complete.

In this section we prove a general explicit formula for the energy current in a stationary state $\rho$ which is a function of the system Hamiltonian $H_{S}$. This not only confirms that it is positive also for possibly infinite dimensional systems if the eigenvalues of stationary state are a monotone system (i.e. there are no population inversions), but it allows us to establish proportionality to the difference of bath temperatures when they are not too small, namely an approximate Fourier law.

Lemma 3.2. For all $\omega \in \mathrm{B}$ and $j=1,2$ we have

$$
\begin{equation*}
\mathcal{Q}_{j, \omega}^{-}\left(H_{S}\right)=-\omega D_{j, \omega}^{*} D_{j, \omega} \quad \mathcal{Q}_{j, \omega}^{+}\left(H_{S}\right)=\omega D_{j, \omega} D_{j, \omega}^{*} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{j}\left(H_{S}\right)=\sum_{\omega \in \mathrm{B}} \omega\left(\Gamma_{j, \omega}^{+} D_{j, \omega} D_{j, \omega}^{*}-\Gamma_{j, \omega}^{-} D_{j, \omega}^{*} D_{j, \omega}\right) \tag{3.4}
\end{equation*}
$$

Proof. Writing $H_{S}$ as in (2.1) we compute

$$
\begin{aligned}
\mathcal{Q}_{j, \omega}^{-}\left(H_{S}\right) & =-\frac{1}{2} D_{j, \omega}^{*} D_{j, \omega} H_{S}+D_{j, \omega}^{*} H_{S} D_{j, \omega}-\frac{1}{2} H_{S} D_{j, \omega}^{*} D_{j, \omega} \\
& =\sum_{\left(\varepsilon_{n}, \varepsilon_{m}\right) \in \mathrm{B}_{\omega}}\left(\varepsilon_{m} P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{m}} D_{j} P_{\varepsilon_{n}}-\varepsilon_{n} P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{m}} D_{j} P_{\varepsilon_{n}}\right) \\
& =-\sum_{\left(\varepsilon_{n}, \varepsilon_{m}\right) \in \mathrm{B}_{\omega}} \omega P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{m}} D_{j} P_{\varepsilon_{n}} \\
& =-\omega D_{j, \omega}^{*} D_{j, \omega} .
\end{aligned}
$$

The proof of the other identity (3.3) is similar. Since $\left[H_{j, \omega}, H_{S}\right]=0$ for all $j, \omega$, (3.4) follows immediately.

We can now prove our formula for the energy current in a stationary state $\rho$ which is a function of the system Hamiltonian $H_{S}$. We suppose that the interaction of the system with both reservoirs is similar; this property is reflected by the assumptions on $\operatorname{tr}\left(P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{m}} D_{j}\right)$ and $f_{1, \omega}$. In the sequel, to simplify the notation we also write $\rho_{n}$ instead of $\rho_{\varepsilon_{n}}$.

Theorem 3.3. For any state $\rho$ which is a function of the system Hamiltonian $H_{S}$, i.e.

$$
\begin{equation*}
\rho=\sum_{n \geq 0} \rho_{n} P_{\varepsilon_{n}} \tag{3.5}
\end{equation*}
$$

we have

$$
\begin{equation*}
\operatorname{tr}\left(\rho \mathcal{L}_{j}\left(H_{S}\right)\right)=\sum_{\omega \in \mathrm{B}} \omega \sum_{\left(\varepsilon_{n}, \varepsilon_{m}\right) \in \mathrm{B}_{\omega}}\left(\Gamma_{j, \omega}^{+} \rho_{m}-\Gamma_{j, \omega}^{-} \rho_{n}\right) \operatorname{tr}\left(P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{m}} D_{j}\right) \tag{3.6}
\end{equation*}
$$

If the state $\rho$ is also stationary and, moreover,
(1) $\operatorname{tr}\left(P_{\varepsilon_{n}} D_{1}^{*} P_{\varepsilon_{m}} D_{1}\right)=\operatorname{tr}\left(P_{\varepsilon_{n}} D_{2}^{*} P_{\varepsilon_{m}} D_{2}\right)$ for all $n, m$,
(2) $f_{1, \omega}=f_{2, \omega}$ for all $\omega$,
then

$$
\begin{equation*}
\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)=\frac{1}{2} \sum_{\omega \in \mathrm{B}} \omega f_{1, \omega}\left(\gamma_{1, \omega}^{+}-\gamma_{2, \omega}^{+}\right) \sum_{\left(\varepsilon_{n}, \varepsilon_{m}\right) \in \mathrm{B}_{\omega}}\left(\rho_{m}-\rho_{n}\right) \operatorname{tr}\left(P_{\varepsilon_{n}} D_{1}^{*} P_{\varepsilon_{m}} D_{1}\right) \tag{3.7}
\end{equation*}
$$

Proof. The proof of (3.6) is immediate from (3.4) and the following identities (cyclic property of the trace)

$$
\operatorname{tr}\left(P_{\varepsilon_{m}} D_{j, \omega} P_{\varepsilon_{n}} D_{j, \omega}^{*}\right)=\operatorname{tr}\left(\left(P_{\varepsilon_{m}} D_{j, \omega}\right) P_{\varepsilon_{m}} D_{j, \omega}^{*}\right)=\operatorname{tr}\left(P_{\varepsilon_{n}} D_{j, \omega}^{*} P_{\varepsilon_{m}} D_{j, \omega}\right)
$$

If the state $\rho$ is stationary, then $\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)=\operatorname{tr}\left(\rho \mathcal{L}\left(H_{S}\right)\right)-\operatorname{tr}\left(\rho \mathcal{L}_{2}\left(H_{S}\right)\right)=-\operatorname{tr}\left(\rho \mathcal{L}_{2}\left(H_{S}\right)\right)$, so that $\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)=\left(\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)-\operatorname{tr}\left(\rho \mathcal{L}_{2}\left(H_{S}\right)\right)\right) / 2$. Computing the right-hand side difference by means of (3.6) with $j=1,2$ we can write $2 \operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)$ as

$$
\begin{aligned}
& \sum_{\omega \in \mathrm{B}} \omega f_{1, \omega} \sum_{\left(\varepsilon_{n}, \varepsilon_{m}\right) \in \mathrm{B}_{\omega}}\left(\gamma_{1, \omega}^{+} \rho_{m}-\gamma_{1, \omega}^{-} \rho_{n}-\gamma_{2, \omega}^{+} \rho_{m}+\gamma_{2, \omega}^{-} \rho_{n}\right) \operatorname{tr}\left(P_{\varepsilon_{n}} D_{1}^{*} P_{\varepsilon_{m}} D_{1}\right) \\
= & \sum_{\omega \in \mathrm{B}} \omega f_{1, \omega} \sum_{\left(\varepsilon_{n}, \varepsilon_{m}\right) \in \mathrm{B}_{\omega}}\left(\left(\gamma_{1, \omega}^{+}-\gamma_{2, \omega}^{+}\right) \rho_{m}-\left(\gamma_{1, \omega}^{-}-\gamma_{2, \omega}^{-}\right) \rho_{n}\right) \operatorname{tr}\left(P_{\varepsilon_{n}} D_{1}^{*} P_{\varepsilon_{m}} D_{1}\right) .
\end{aligned}
$$

Since $\gamma_{j, \omega}^{-}=\gamma_{j, \omega}^{+}+1$ for all $j, \omega$, then $\gamma_{1, \omega}^{+}-\gamma_{2, \omega}^{+}=\gamma_{1, \omega}^{-}-\gamma_{2, \omega}^{-}$and (3.7) follows.
Remark. Note that the above identity $\operatorname{tr}\left(P_{\varepsilon_{n}} D_{1}^{*} P_{\varepsilon_{m}} D_{1}\right)=\operatorname{tr}\left(P_{\varepsilon_{n}} D_{2}^{*} P_{\varepsilon_{m}} D_{2}\right)$ holds whenever there exists an isometry $R$ on h , commuting with $H_{S}$, such that $D_{2}=R D_{1} R^{*}$. Indeed, in this case, $R$ commutes with all spectral projections of $H_{S}$ and

$$
\begin{aligned}
\operatorname{tr}\left(P_{\varepsilon_{n}} D_{2}^{*} P_{\varepsilon_{m}} D_{2}\right) & =\operatorname{tr}\left(P_{\varepsilon_{n}} R D_{1}^{*} R^{*} P_{\varepsilon_{m}} R D_{1} R^{*}\right) \\
& =\operatorname{tr}\left(P_{\varepsilon_{n}} D_{1}^{*} P_{\varepsilon_{m}} D_{1} R^{*} R\right) \\
& =\operatorname{tr}\left(P_{\varepsilon_{n}} D_{1}^{*} P_{\varepsilon_{m}} D_{1}\right)
\end{aligned}
$$

We will see later (Section 5) that this happens when the system interacts in the same way with the two baths.

Formula (3.7) can be applied to effectively compute the energy current in several models highlighting the dependence on the difference of temperatures. Indeed, one readily sees that, for $\beta_{1}, \beta_{2}$ very close the term $\omega\left(\gamma_{1, \omega}^{+}-\gamma_{2, \omega}^{+}\right)$is an infinitesimum of order $\beta_{1}^{-1}-\beta_{2}^{-1}$ while the other terms are close to some nonzero values. Moreover, it is also clear from (3.7) that the energy current is non-negative whenever the invariant state satisfies $\rho_{m}>\rho_{n}$ for all $n, m$ such that $\varepsilon_{m}<\varepsilon_{n}$ i.e. population inversion does not occur.

However, in order to find more explicit formulae we need additional information on the invariant state. This problem will be studied in the next section. We end this section by the following example

Example 3.4. Let $\mathrm{h}=\mathbb{C}^{n+1}$ with orthonormal basis $\left(e_{k}\right)_{0 \leq k \leq n}$. Consider an $n$-level system with Hamiltonian

$$
H_{S}=\sum_{k=0}^{n} k\left|e_{k}\right\rangle\left\langle e_{k}\right|
$$

and interaction operators $D_{1}, D_{2}$ acting as

$$
D_{j} e_{k}=e_{k-1} \quad \text { for } k=1, \ldots, n \quad D_{j} e_{0}=0
$$

Clearly $\mathrm{B}=\{1,2, \ldots, n\}$ but the only nonzero $D_{j, \omega}$ are those corresponding to the frequency $\omega=1$ and $D_{1,1}=D_{1}, D_{2,1}=D_{2}$. Moreover, since $\varepsilon_{k}=k$,

$$
\operatorname{tr}\left(P_{\varepsilon_{k}} D_{1}^{*} P_{\varepsilon_{k-1}} D_{1}\right)=\operatorname{tr}\left(P_{\varepsilon_{k}} D_{2}^{*} P_{\varepsilon_{k-1}} D_{2}\right)=1
$$

for $k=1, \ldots, n$. By Theorem 3.3 formula (3.6) we have

$$
\operatorname{tr}\left(\rho \mathcal{L}_{j}\left(H_{S}\right)\right)=\sum_{k=0}^{n-1}\left(\Gamma_{j, 1}^{+} \rho_{k}-\Gamma_{j, 1}^{-} \rho_{k+1}\right)
$$

If all $\Gamma_{j, 1}^{ \pm}(j=1,2)$ are nonzero, a straightforward computation shows that the unique stationary state is

$$
\rho=\frac{1-\nu}{1-\nu^{n+1}} \sum_{k=0}^{n} \nu^{k}\left|e_{k}\right\rangle\left\langle e_{k}\right|, \quad \nu:=\frac{\Gamma_{1,1}^{+}+\Gamma_{2,1}^{+}}{\Gamma_{1,1}^{-}+\Gamma_{2,1}^{-}}
$$

and the energy current due to interaction with reservoir $j$ is

$$
\begin{aligned}
\operatorname{tr}\left(\rho \mathcal{L}_{j}\left(H_{S}\right)\right) & =\frac{1-\nu}{1-\nu^{n+1}} \sum_{k=0}^{n-1}\left(\Gamma_{j, 1}^{+} \nu^{k}-\Gamma_{j, 1}^{-} \nu^{k+1}\right) \\
& =\frac{1-\nu^{n}}{1-\nu^{n+1}}\left(\Gamma_{j, 1}^{+}-\nu \Gamma_{j, 1}^{-}\right)
\end{aligned}
$$

Note that, dropping the index 1 corresponding to the unique effective frequency $\omega$ to simplify the
notation, we have

$$
\begin{aligned}
\Gamma_{j}^{+}-\nu \Gamma_{j}^{-} & =\Gamma_{j}^{-}\left(\frac{\Gamma_{j}^{+}}{\Gamma_{j}^{-}}-\frac{\Gamma_{1}^{+}+\Gamma_{2}^{+}}{\Gamma_{1}^{-}+\Gamma_{2}^{-}}\right) \\
& =\Gamma_{j}^{-}\left(\frac{\gamma_{j}^{+}}{\gamma_{j}^{-}}-\frac{f_{1} \gamma_{1}^{+}+f_{2} \gamma_{2}^{+}}{f_{1} \gamma_{1}^{-}+f_{2} \gamma_{2}^{-}}\right) \\
& =\Gamma_{j}^{-}\left(\mathrm{e}^{-\beta_{j}}-\frac{f_{1}\left(\mathrm{e}^{\beta_{2}}-1\right)+f_{2}\left(\mathrm{e}^{\beta_{1}}-1\right)}{f_{1} \mathrm{e}^{\beta_{1}}\left(\mathrm{e}^{\beta_{2}}-1\right)+f_{2} \mathrm{e}^{\beta_{2}}\left(\mathrm{e}^{\beta_{1}}-1\right)}\right) \\
& =\Gamma_{j}^{-}\left(\mathrm{e}^{-\beta_{j}}-\frac{f_{1} \mathrm{e}^{-\beta_{1}}\left(1-\mathrm{e}^{-\beta_{2}}\right)+f_{2} \mathrm{e}^{-\beta_{2}}\left(1-\mathrm{e}^{-\beta_{1}}\right)}{f_{1}\left(1-\mathrm{e}^{-\beta_{2}}\right)+f_{2}\left(1-\mathrm{e}^{-\beta_{1}}\right)}\right)
\end{aligned}
$$

For $j=1$ we find

$$
\Gamma_{j, 1}^{+}-\nu \Gamma_{j, 1}^{-}=\Gamma_{j}^{-} f_{2}\left(1-\mathrm{e}^{-\beta_{1}}\right) \frac{\mathrm{e}^{-\beta_{1}}-\mathrm{e}^{-\beta_{2}}}{f_{1}\left(1-\mathrm{e}^{-\beta_{2}}\right)+f_{2}\left(1-\mathrm{e}^{-\beta_{1}}\right)}
$$

and so

$$
\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)=\frac{1-\left(\left(\Gamma_{1}^{+}+\Gamma_{2}^{+}\right) /\left(\Gamma_{1}^{-}+\Gamma_{2}^{-}\right)\right)^{n}}{1-\left(\left(\Gamma_{1}^{+}+\Gamma_{2}^{+}\right) /\left(\Gamma_{1}^{-}+\Gamma_{2}^{-}\right)\right)^{n+1}} \frac{\Gamma_{1}^{-} f_{2}\left(1-\mathrm{e}^{-\beta_{1}}\right)\left(\mathrm{e}^{-\beta_{1}}-\mathrm{e}^{-\beta_{2}}\right)}{f_{1}\left(1-\mathrm{e}^{-\beta_{2}}\right)+f_{2}\left(1-\mathrm{e}^{-\beta_{1}}\right)}
$$

Since $\Gamma_{j}^{+}<\Gamma_{j}^{-}$, this formula, for $n$ big and $\beta_{1}, \beta_{2}$ small becomes

$$
\begin{aligned}
\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right) & \approx \frac{f_{1} f_{2}\left(\mathrm{e}^{-\beta_{1}}-\mathrm{e}^{-\beta_{2}}\right)}{f_{1}\left(1-\mathrm{e}^{-\beta_{2}}\right)+f_{2}\left(1-\mathrm{e}^{-\beta_{1}}\right)} \\
& \approx \frac{f_{1} f_{2}\left(\beta_{2}-\beta_{1}\right)}{f_{2} \beta_{1}+f_{1} \beta_{2}} \\
& =\frac{f_{1} f_{2}\left(\frac{1}{\beta_{1}}-\frac{1}{\beta_{2}}\right)}{\frac{f_{1}}{\beta_{1}}+\frac{f_{2}}{\beta_{2}}}
\end{aligned}
$$

showing that, in a certain regime of high temperature a Fourier law holds for all choices $f_{1}, f_{2}$ of the interactions strength.

## 4 Dependence of the energy current from temperature difference and conductivity

In this section we consider systems whose Hamiltonian $H_{S}$ has simple spectrum, namely each spectral projection $P_{\varepsilon_{n}}$ is one-dimensional, and make explicit the dependence of the energy current on the difference of temperatures $1 / \beta_{1}$ and $1 / \beta_{2}$.

We begin by noting that, if spectral projections $P_{\varepsilon_{n}}$ are one-dimensional one can associate with the open quantum system a classical (time continuous) Markov chain with state space $V$ the
spectrum $\operatorname{sp}\left(H_{S}\right)$ of $H_{S}$ in a canonical way. Indeed, for every bounded function $f$ on $V$, we have

$$
\begin{aligned}
\mathcal{L}\left(f\left(H_{S}\right)\right) & =\sum_{n \geq 0} f\left(\varepsilon_{n}\right) \mathcal{L}\left(P_{\varepsilon_{n}}\right) \\
& =\sum_{\omega \in \mathrm{B},\left(\varepsilon_{n}, \varepsilon_{m}\right) \in \mathrm{B}_{\omega}}\left(\sum_{j} \Gamma_{j, \omega}^{-} P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{m}} D_{j} P_{\varepsilon_{n}}\right)\left(f\left(\varepsilon_{m}\right)-f\left(\varepsilon_{n}\right)\right) \\
& +\sum_{\omega \in \mathrm{B},\left(\varepsilon_{n}, \varepsilon_{m}\right) \in \mathrm{B}_{\omega}}\left(\sum_{j} \Gamma_{j, \omega}^{+} P_{\varepsilon_{m}} D_{j} P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{m}}\right)\left(f\left(\varepsilon_{n}\right)-f\left(\varepsilon_{m}\right)\right)
\end{aligned}
$$

and we find a classical Markov chain with transition rate matrix $Q=\left(q_{n m}\right)$

$$
q_{n m}= \begin{cases}\sum_{j} \Gamma_{j, \varepsilon_{n}-\varepsilon_{m}}^{-} \operatorname{tr}\left(D_{j}^{*} P_{\varepsilon_{m}} D_{j} P_{\varepsilon_{n}}\right), & \text { if } \varepsilon_{n}>\varepsilon_{m} \\ \sum_{j} \Gamma_{j, \varepsilon_{m}-\varepsilon_{n}}^{+} \operatorname{tr}\left(D_{j} P_{\varepsilon_{m}} D_{j}^{*} P_{\varepsilon_{n}}\right), & \text { if } \varepsilon_{n}<\varepsilon_{m} \\ -\sum_{m \neq n} q_{n m}, & \text { if } n=m\end{cases}
$$

Now, if we consider the conditional expectation

$$
\mathcal{E}: \mathcal{B}(\mathrm{h}) \rightarrow \ell^{\infty}(V ; \mathbb{C}), \quad \mathcal{E}(x)=\sum_{m \geq 0} P_{\varepsilon_{m}} x P_{\varepsilon_{m}}
$$

where $\ell^{\infty}(V ; \mathbb{C})$ is the abelian algebra of bounded functions on $V$, we have that

$$
\begin{equation*}
\mathcal{E} \circ \mathcal{L}=\mathcal{L} \circ \mathcal{E} \tag{4.1}
\end{equation*}
$$

Therefore, by defining the predual map $\mathcal{E}_{*}$ such that $\operatorname{tr}\left(\mathcal{E}_{*}(\rho) x\right)=\operatorname{tr}(\rho \mathcal{E}(x))$, if $\rho$ is an invariant state, we have also $0=\mathcal{E}_{*}\left(\mathcal{L}_{*}(\rho)\right)=\mathcal{L}_{*}\left(\mathcal{E}_{*}(\rho)\right)$ and

$$
\left(\pi_{n}\right) \mapsto \sum_{n \geq 0} \pi_{n} P_{\varepsilon_{n}}
$$

gives a one-to-one correspondence between diagonal invariant states of the open quantum system and invariant measures of the associated Markov chain.

In the following, in order to have at hand an explicit formula for the invariant measure, we suppose, for simplicity, that the graph associated with the above Markov chain is a path graph and jumps can occur only to nearest neighbour levels, namely $q_{n m}=0$ for $|n-m| \geq 2$. This assumption may hold, for instance, if the Hamiltonian $H_{S}$ is generic in the sense of [8], namely it is not only non-degenerate but also if $\varepsilon_{n}-\varepsilon_{m}=\varepsilon_{n^{\prime}}-\varepsilon_{m^{\prime}}$ then $\varepsilon_{n}=\varepsilon_{n^{\prime}}$ and $\varepsilon_{m}=\varepsilon_{m^{\prime}}$. Moreover, we assume that $q_{n m} \neq 0$ for $|n-m| \leq 1$. In this case the associated classical Markov chain has a simpler structure allowing one to make explicit computations and describe explicitly the structure of invariant states (see also [11] in a more general situation).

The explicit expression for the invariant state is $\rho=\sum_{n} \rho_{n} P_{\varepsilon_{n}}$ where

$$
\begin{equation*}
\rho_{n}=\prod_{0 \leq k<n} \frac{q_{k, k+1}}{q_{k+1, k}} \rho_{0} \tag{4.2}
\end{equation*}
$$

with

$$
\begin{aligned}
& q_{k, k+1}=\sum_{j=1}^{2} \Gamma_{j, \varepsilon_{k+1}-\varepsilon_{k}}^{+} \operatorname{tr}\left(D_{j} P_{\varepsilon_{k+1}} D_{j}^{*} P_{\varepsilon_{k}}\right) \\
& q_{k+1, k}=\sum_{j=1}^{2} \Gamma_{j, \varepsilon_{k+1}-\varepsilon_{k}}^{-} \operatorname{tr}\left(D_{j}^{*} P_{\varepsilon_{k}} D_{j} P_{\varepsilon_{k+1}}\right)
\end{aligned}
$$

provided that the normalization condition

$$
\begin{equation*}
\sum_{n \geq 1} \prod_{0 \leq k<n} \frac{q_{k, k+1}}{q_{k+1, k}}<+\infty \tag{4.3}
\end{equation*}
$$

holds, in which case $\rho_{0}$ is the inverse of the sum of the above series increased by 1 .
With the explicit formula for the invariant state we can find a Fourier's law for the energy current through the system. We begin by a technical lemma

Lemma 4.1. The following inequalities hold

$$
\begin{equation*}
\mathrm{e}^{-\left(\beta_{1}+\beta_{2}\right) \omega / 2} \frac{\frac{1}{\beta_{1}}-\frac{1}{\beta_{2}}}{\frac{1}{\beta_{1}}+\frac{1}{\beta_{2}}} \leq \frac{\frac{1}{\mathrm{e}^{\beta_{1} \omega}-1}-\frac{1}{\mathrm{e}^{\beta_{2} \omega}-1}}{\frac{\mathrm{e}^{\beta_{1} \omega}}{\mathrm{e}^{\beta_{1} \omega}-1}+\frac{\mathrm{e}^{\beta_{2} \omega}}{\mathrm{e}^{\beta_{2} \omega}-1}} \leq \frac{\frac{1}{\beta_{1}}-\frac{1}{\beta_{2}}}{\frac{1}{\beta_{1}}+\frac{1}{\beta_{2}}} \tag{4.4}
\end{equation*}
$$

for all $0<\beta_{1} \leq \beta_{2}$ and $\omega>0$.

Proof. Note that $1 /\left(\mathrm{e}^{\beta_{1} \omega}-1\right)-1 /\left(\mathrm{e}^{\beta_{2} \omega}-1\right) \leq 1 /\left(\beta_{1} \omega\right)-1 /\left(\beta_{2} \omega\right)$ because the function $x \mapsto$ $1 /\left(\mathrm{e}^{x \omega}-1\right)-1 /(\omega x)$ is increasing on $] 0,+\infty[$ since

$$
\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{1}{\mathrm{e}^{x \omega}-1}-\frac{1}{\omega x}\right)=\frac{1}{\omega x^{2}}-\frac{\omega}{\left(\mathrm{e}^{\omega x / 2}-\mathrm{e}^{-\omega x / 2}\right)^{2}} \geq 0
$$

by the elementary inequality $\mathrm{e}^{\omega x / 2}-\mathrm{e}^{-\omega x / 2} \geq \omega x$. Moreover, by another elementary inequality $1-\mathrm{e}^{-\beta_{j} \omega} \leq \beta_{j} \omega$, we have

$$
\frac{\mathrm{e}^{\beta_{1} \omega}}{\mathrm{e}^{\beta_{1} \omega}-1}+\frac{\mathrm{e}^{\beta_{2} \omega}}{\mathrm{e}^{\beta_{2} \omega}-1}=\frac{1}{1-\mathrm{e}^{-\beta_{1} \omega}}+\frac{1}{1-\mathrm{e}^{-\beta_{2} \omega}} \geq \frac{1}{\beta_{1} \omega}+\frac{1}{\beta_{2} \omega}
$$

and the second inequality (4.4) follows.
In order to prove the first inequality we first write the right-hand side as

$$
\begin{aligned}
& \frac{\left(\mathrm{e}^{\beta_{1} \omega}-1\right)^{-1}-\left(\mathrm{e}^{\beta_{2} \omega}-1\right)^{-1}}{\mathrm{e}^{\beta_{1} \omega}\left(\mathrm{e}^{\beta_{1} \omega}-1\right)^{-1}+\mathrm{e}^{\beta_{2} \omega}\left(\mathrm{e}^{\beta_{2} \omega}-1\right)^{-1}} \\
= & \frac{\mathrm{e}^{\beta_{2} \omega}-\mathrm{e}^{\beta_{1} \omega}}{\mathrm{e}^{\beta_{1} \omega} \mathrm{e}^{\beta_{2} \omega / 2}\left(\mathrm{e}^{\beta_{2} \omega / 2}-\mathrm{e}^{-\beta_{2} \omega / 2}\right)+\mathrm{e}^{\beta_{2} \omega} \mathrm{e}^{\beta_{1} \omega / 2}\left(\mathrm{e}^{\beta_{1} \omega / 2}-\mathrm{e}^{-\beta_{1} \omega / 2}\right)} \\
= & \mathrm{e}^{-\left(\beta_{1}+\beta_{2}\right) \omega / 2} \frac{\mathrm{e}^{\left(\beta_{2}-\beta_{1}\right) \omega / 2}-\mathrm{e}^{-\left(\beta_{2}-\beta_{1}\right) \omega / 2}}{\left(1-\mathrm{e}^{-\beta_{2} \omega}\right)+\left(1-\mathrm{e}^{-\beta_{1} \omega}\right)}
\end{aligned}
$$

Noting that

$$
\begin{aligned}
& \mathrm{e}^{\left(\beta_{2}-\beta_{1}\right) \omega / 2}-\mathrm{e}^{-\left(\beta_{2}-\beta_{1}\right) \omega / 2} \geq 1+\frac{\left(\beta_{2}-\beta_{1}\right) \omega}{2}-\left(1-\frac{\left(\beta_{2}-\beta_{1}\right) \omega}{2}\right) \\
& \left(1-\mathrm{e}^{-\beta_{2} \omega}\right)+\left(1-\mathrm{e}^{-\beta_{1} \omega}\right) \leq\left(\beta_{1}+\beta_{2}\right) \omega
\end{aligned}
$$

we find

$$
\frac{\left(\mathrm{e}^{\beta_{1} \omega}-1\right)^{-1}-\left(\mathrm{e}^{\beta_{2} \omega}-1\right)^{-1}}{\mathrm{e}^{\beta_{1} \omega}\left(\mathrm{e}^{\beta_{1} \omega}-1\right)^{-1}+\mathrm{e}^{\beta_{2} \omega}\left(\mathrm{e}^{\beta_{2} \omega}-1\right)^{-1}} \geq \mathrm{e}^{-\left(\beta_{1}+\beta_{2}\right) \omega / 2} \frac{\left(\beta_{2}-\beta_{1}\right) \omega}{\left(\beta_{1}+\beta_{2}\right) \omega}
$$

This completes the proof.

Remark. Note that the inequalities of Lemma 4.1 provide a sharp estimate in terms of the inverse temperature difference $\beta_{2}-\beta_{1}$ for small $\beta_{1}, \beta_{2}$, i.e. when the average of temperatures $T_{1}, T_{2}$ is big. Indeed, the difference of the right-hand side and left-hand side is equal to

$$
\left(1-\mathrm{e}^{-\left(\beta_{1}+\beta_{2}\right) \omega / 2}\right) \frac{\beta_{2}-\beta_{1}}{\beta_{1}+\beta_{2}}
$$

and for temperatures $T_{j}>k_{B} \cdot 180 \mathrm{~K}=2.49 \cdot 10^{-21} \mathrm{~J}$ (approximately the lowest natural temperature ever recorded at ground level) we have $\beta_{j}<1 /\left(k_{B} \cdot 180 \mathrm{~K}\right)=4.02 \cdot 10^{20} \mathrm{~J}^{-1}$ so that the quantity that multiplies $\beta_{2}-\beta_{1}$ is

$$
\frac{1}{\beta_{1}+\beta_{2}}<1.24 \cdot 10^{-21} \mathrm{~J}
$$

Theorem 4.2. Suppose that
(1) $\operatorname{tr}\left(P_{\varepsilon_{n}} D_{j}^{*} P_{\varepsilon_{m}} D_{j}\right)=1$ for all $n, m$ and all $j=1,2$,
(2) $f_{j, \omega}=1$ for all $\omega$ and all $j=1,2$,
(3) Jumps can occur only to nearest neighbour levels,
(4) Formula (4.3) holds so that the state $\rho$ defined by (4.2) with $\rho_{0}$ determined by the normalization condition is invariant.

Then

$$
\begin{equation*}
\kappa_{\mathrm{m}} \frac{\frac{1}{\beta_{1}}-\frac{1}{\beta_{2}}}{\frac{1}{\beta_{1}}+\frac{1}{\beta_{2}}} \kappa\left(\rho, H_{S}\right) \leq \operatorname{tr}\left(\rho \mathcal{L}_{1}\left(\mathcal{H}_{S}\right)\right) \leq \frac{\frac{1}{\beta_{1}}-\frac{1}{\beta_{2}}}{\frac{1}{\beta_{1}}+\frac{1}{\beta_{2}}} \kappa\left(\rho, H_{S}\right) \tag{4.5}
\end{equation*}
$$

where $\kappa_{\mathrm{m}}=\inf _{m \geq 0} \mathrm{e}^{-\left(\beta_{1}+\beta_{2}\right)\left(\varepsilon_{m+1}-\varepsilon_{m}\right) / 2}$ and

$$
\widehat{H}_{S}=\sum_{m \geq 0} \varepsilon_{m+1} P_{\varepsilon_{m}}, \quad \kappa\left(\rho, H_{S}\right)=\operatorname{tr}\left(\rho\left(\widehat{H}_{S}-H_{S}\right)\right)
$$

Proof. By applying (3.7) in this context, we have

$$
\begin{aligned}
\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right) & =\frac{1}{2} \sum_{n \geq 0}\left(\varepsilon_{n+1}-\varepsilon_{n}\right)\left(\rho_{n}-\rho_{n+1}\right)\left(\Gamma_{1, \varepsilon_{n+1}-\varepsilon_{n}}^{+}-\Gamma_{2, \varepsilon_{n+1}-\varepsilon_{n}}^{+}\right) \\
& =\frac{1}{2} \sum_{n \geq 0}\left(\varepsilon_{n+1}-\varepsilon_{n}\right)\left(1-\frac{q_{n, n+1}}{q_{n+1, n}}\right) \rho_{n}\left(\Gamma_{1, \varepsilon_{n+1}-\varepsilon_{n}}^{+}-\Gamma_{2, \varepsilon_{n+1}-\varepsilon_{n}}^{+}\right) \\
& =\sum_{n \geq 0}\left(\varepsilon_{n+1}-\varepsilon_{n}\right) \rho_{n} \frac{\Gamma_{1, \varepsilon_{n+1}-\varepsilon_{n}}^{+}-\Gamma_{2, \varepsilon_{n+1}-\varepsilon_{n}}^{+}}{\Gamma_{1, \varepsilon_{n+1}-\varepsilon_{n}}^{-}+\Gamma_{2, \varepsilon_{n+1}-\varepsilon_{n}}^{-}}
\end{aligned}
$$

Now the proof follows applying Lemma 4.1 with $\omega=\varepsilon_{n+1}-\varepsilon_{n}$ to estimate the right-hand side ratio.

Remark. Formula (4.5) shows that the energy current $\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)$ has an explicit dependence on the difference $\beta_{1}^{-1}-\beta_{2}^{-1}$ of the reservoirs' temperatures. This dependence holds only through two inequalities, but it suggests the existence of an "approximate" Fourier law (see [4, 21]) for the current. Clearly there can be further dependecies through the term $\kappa\left(\rho, H_{S}\right)$, however it holds

$$
\inf _{k}\left(\varepsilon_{k+1}-\varepsilon_{k}\right) \leq \kappa\left(\rho, H_{S}\right) \leq \sup _{k}\left(\varepsilon_{k+1}-\varepsilon_{k}\right)
$$

Therefore the energy current depends on the temperature difference mainly through the explicit term and one could say that there really is an "approximate" Fourier Law. Furthermore it is worth noticing that, for $\beta_{1}$, $\beta_{2}$ fixed, the inequality (4.5) is better the smaller is $\sup _{m \geq 0}\left(\varepsilon_{m+1}-\varepsilon_{m}\right)$ so that $\kappa_{\mathrm{m}}$ is close to 1 and the inequalities are approximately equalities. However, it should also be noted that, in this case, $\kappa\left(\rho, H_{S}\right)$ becomes small as well. Eventually note that, due to the nature of our system, we cannot investigate spatial properties of energy flow. Therefore our discussion of the Fourier's law is concerned with proportionality to temperature difference and not with dependency on size.

Remark. Since the above QMS are of weak coupling limit type, one can write explicitly the entropy production (in the sense of $[15,16]$ ).

It is tempting to study in detail what happens when $\sup _{m \geq 0}\left(\varepsilon_{m+1}-\varepsilon_{m}\right)$ tends to 0 so that the eigenvalues of $H_{S}$ increase in number and form a set more and more packed. In a more precise way, for all $n \geq 1$ we assume that the system Hamiltonian is a self-adjoint operator $H_{S}^{(n)}$ on an $(n+1)$-dimensional Hilbert space $h$ with simple pure point spectrum $\left(\varepsilon_{k}^{(n)}\right)_{0 \leq k \leq n}$ with $\varepsilon_{0}=0$ and, for all $a, b$ with $0 \leq a<b \leq+\infty$, we have

$$
\begin{equation*}
\left.\left.\lim _{n \rightarrow \infty} \frac{\operatorname{card}\left\{k \mid a<\varepsilon_{k}^{(n)} \leq b\right\}}{n}=\mu(] a, b\right]\right) \tag{4.6}
\end{equation*}
$$

for some continuous probability density $\mu$ on $[0,+\infty[$. In other words, the empirical distribution of eigenvalues of $H_{S}^{(n)}$ converges weakly to a probability distribution on [0,+m[. Suppose, for simplicity, that $\mu$ has no atoms, i.e. $\mu(\{r\})=0$ for all $r \geq 0$.

We can now prove the following result on the distribution of eigenvalues of the stationary state and energy in stationary conditions.

Theorem 4.3. Under the assumptions of Theorem 4.2, for all $n \geq 1$, let $H_{S}^{(n)}$ be as above and suppose that (4.6) holds. Let $\rho^{(n)}$ be the invariant state (4.2) and let

$$
\widetilde{\beta}=2\left(1 / \beta_{1}+1 / \beta_{2}\right)^{-1}
$$

be the harmonic mean of the inverse temperatures (i.e. $\widetilde{\beta}^{-1}$ arithmetic mean of $\beta_{1}^{-1}, \beta_{2}^{-1}$ ).
(i) Eigenvectors $\rho_{k}^{(n)}$ of $\rho^{(n)}$ satisfy

$$
\lim _{n \rightarrow \infty} \sum_{\left\{k \mid a<\varepsilon_{k} \leq b\right\}} \rho_{k}^{(n)}=\frac{\int_{a}^{b} \mathrm{e}^{-\widetilde{\beta} r} \mathrm{~d} \mu(r)}{\int_{0}^{\infty} \mathrm{e}^{-\widetilde{\beta} r} \mathrm{~d} \mu(r)}
$$

(ii) The average energy in the system satisfies

$$
\lim _{n \rightarrow \infty} \operatorname{tr}\left(\rho^{(n)} H_{S}^{(n)}\right)=\frac{\int_{0}^{\infty} \mathrm{e}^{-\widetilde{\beta} r} r \mathrm{~d} \mu(r)}{\int_{0}^{\infty} \mathrm{e}^{-\widetilde{\beta} r} \mathrm{~d} \mu(r)}
$$

This result reminds the one in [20] where the steady state can be described by a generalized Gibbs state and the steady-state current is proportional to the difference in the reservoirs' magnetizations.

In the proof we need the following Lemma.
Lemma 4.4. Let $\widetilde{\beta}=2 /\left(\beta_{1}^{-1}+\beta_{2}^{-1}\right)$ be the harmonic mean of inverse temperatures (i.e. $\widetilde{\beta}^{-1}$ is the arithmetic mean of $\beta_{1}^{-1}$ and $\left.\beta_{2}^{-1}\right)$. For all $1 \leq k \leq n$ and for $\sup _{j} \omega_{j}<1 /\left(3 \beta_{2}\right)$,

$$
\begin{equation*}
1-\widetilde{\beta} \omega_{k} \leq \frac{q_{k, k+1}}{q_{k+1, k}} \leq 1-\widetilde{\beta} \omega_{k}+\left(\widetilde{\beta} \omega_{k}\right)^{2} \tag{4.7}
\end{equation*}
$$

where $\omega_{k}=\varepsilon_{k+1}-\varepsilon_{k}$ and

$$
\begin{equation*}
\mathrm{e}^{-\widetilde{\beta} \varepsilon_{k}\left(1+\widetilde{\beta} \sup _{j} \omega_{j}\right)} \leq \prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}} \leq \mathrm{e}^{-\widetilde{\beta} \varepsilon_{k}\left(1-\widetilde{\beta} \sup _{j} \omega_{j}\right)} \tag{4.8}
\end{equation*}
$$

Proof. By the elementary inequality $1-\mathrm{e}^{-\beta_{j} \omega_{k}} \leq \beta_{j} \omega_{k}$ we have

$$
\begin{aligned}
\frac{q_{k, k+1}}{q_{k+1, k}} & =\frac{\frac{1}{\mathrm{e}^{\beta_{1} \omega_{k}}-1}+\frac{1}{\mathrm{e}^{\beta_{2} \omega_{k}}-1}}{\frac{\mathrm{e}^{\beta_{1} \omega_{k}}}{\mathrm{e}^{\beta_{1} \omega_{k}}-1}+\frac{\mathrm{e}^{\beta_{2} \omega_{k}}}{\mathrm{e}^{\beta_{2} \omega_{k}}-1}} \\
& =1-\frac{2}{\left(1-\mathrm{e}^{-\beta_{1} \omega_{k}}\right)^{-1}+\left(1-\mathrm{e}^{-\beta_{2} \omega_{k}}\right)^{-1}} \\
& \geq 1-\frac{2 \omega_{k}}{1 / \beta_{1}+1 / \beta_{2}}
\end{aligned}
$$

In the same way, by the elementary inequalities $1-\mathrm{e}^{-\beta_{j} \omega_{k}} \geq \beta_{j} \omega_{k}-\left(\beta_{j} \omega_{k}\right)^{2} / 2$ and $1 /\left(1-\beta_{j} \omega_{k} / 2\right) \leq$ $1+\beta_{j} \omega_{k}$, we find for $\beta_{j} \omega_{k}<1$

$$
\begin{aligned}
\frac{q_{k, k+1}}{q_{k+1, k}} & \leq 1-\frac{2 \omega_{k}}{1 /\left(\beta_{1}\left(1-\beta_{1} \omega_{k} / 2\right)\right)+1 /\left(\beta_{2}\left(1-\beta_{2} \omega_{k} / 2\right)\right)} \\
& \leq 1-\frac{2 \omega_{k}}{1 / \beta_{1}\left(1+\beta_{1} \omega_{k} / 2\right)+1 / \beta_{2}\left(1+\beta_{2} \omega_{k} / 2\right)} \\
& \leq 1-\frac{2 \omega_{k}}{1 / \beta_{1}+1 / \beta_{2}+2 \omega_{k}} \\
& =1-\frac{\widetilde{\beta} \omega_{k}}{1+\widetilde{\beta} \omega_{k}}
\end{aligned}
$$

and so (4.7) follows.
In order to prove the upper bound in (4.8), note that, since $\log (1-x) \leq-x$

$$
\log \left(\prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}}\right) \leq \sum_{j=0}^{k-1} \log \left(1-\widetilde{\beta} \omega_{j}\left(1-\widetilde{\beta} \omega_{j}\right)\right) \leq-\sum_{j=0}^{k-1} \widetilde{\beta} \omega_{j}\left(1-\widetilde{\beta} \omega_{j}\right)
$$

as a consequence

$$
\log \left(\prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}}\right) \leq-\sum_{j=0}^{k-1} \widetilde{\beta} \omega_{j}\left(1-\widetilde{\beta} \sup _{l} \omega_{l}\right)=-\widetilde{\beta} \varepsilon_{k}\left(1-\widetilde{\beta} \sup _{l} \omega_{l}\right)
$$

For the lower bound, we begin by the inequality

$$
\log \left(\prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}}\right)=\sum_{j=0}^{k-1} \log \left(\frac{q_{j, j+1}}{q_{j+1, j}}\right) \geq \sum_{j=0}^{k-1} \log \left(1-\widetilde{\beta} \omega_{j}\right)
$$

Note that $\log (1-x)+x+x^{2} \geq 0$ for $0 \leq x \leq 2 / 3$ and, since $\widetilde{\beta} \omega_{j}<2 / 3$ by our assumption, we have

$$
\log \left(\prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}}\right) \geq-\sum_{j=0}^{k-1} \widetilde{\beta} \omega_{j}\left(1+\widetilde{\beta} \sup _{l} \omega_{l}\right)=-\widetilde{\beta} \epsilon_{k}\left(1+\widetilde{\beta} \sup _{l} \omega_{l}\right)
$$

This completes the proof.

Proof of Theorem 4.3. Let $\mu_{n}$ be the empirical distribution of the eigenvalues of $H_{S}^{(n)}$ i.e.

$$
\mu_{n}=\frac{1}{n+1} \sum_{k=0}^{n} \delta_{\varepsilon_{k}}
$$

and note that

$$
\begin{equation*}
\sum_{\left\{k \mid a<\varepsilon_{k} \leq b\right\}} \rho_{k}^{(n)}=\frac{\frac{1}{n+1} \sum_{\left\{k \mid a<\varepsilon_{k} \leq b\right\}} \prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}}}{\frac{1}{n+1} \sum_{k=0}^{n} \prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}}} \tag{4.9}
\end{equation*}
$$

Clearly, by Lemma 4.4,

$$
\begin{aligned}
\frac{1}{n+1} \sum_{\left\{k \mid a<\varepsilon_{k} \leq b\right\}} \prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}} & \leq \frac{1}{n+1} \sum_{\left\{k \mid a<\varepsilon_{k} \leq b\right\}} \mathrm{e}^{-\tilde{\beta} \varepsilon_{k}\left(1-\widetilde{\beta} \sup _{j} \omega_{j}\right)} \\
& \leq \mathrm{e}^{\widetilde{\beta}^{2} b \sup _{j} \omega_{j}} \int_{] a, b]} \mathrm{e}^{-\tilde{\beta} \varepsilon_{k}} \mathrm{~d} \mu_{n}(r)
\end{aligned}
$$

and also

$$
\begin{aligned}
\frac{1}{n+1} \sum_{\left\{k \mid a<\varepsilon_{k} \leq b\right\}} \prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}} & \geq \frac{\mathrm{e}^{-\widetilde{\beta}^{2} a \sup _{j} \omega_{j}}}{n+1} \sum_{\left\{k \mid a<\varepsilon_{k} \leq b\right\}} \mathrm{e}^{-\widetilde{\beta} \varepsilon_{k}} \\
& =\mathrm{e}^{-\widetilde{\beta}^{2} a \sup _{j} \omega_{j}} \int_{] a, b]} \mathrm{e}^{-\tilde{\beta} \varepsilon_{k}} \mathrm{~d} \mu_{n}(r)
\end{aligned}
$$

Since $\sup _{j} \omega_{j}$ goes to 0 , probability measures $\mu_{n}$ converge weakly to $\mu$ and the function $r \rightarrow \mathrm{e}^{-\widetilde{\beta} r}$ is bounded continuous on $[0,+\infty[$, taking the limit as $n \rightarrow \infty$, we have

$$
\lim _{n \rightarrow \infty} \frac{1}{n+1} \sum_{\left\{k \mid a<\varepsilon_{k} \leq b\right\}} \prod_{j=0}^{k-1} \frac{q_{j, j+1}}{q_{j+1, j}}=\int_{] a, b]} \mathrm{e}^{-\tilde{\beta} \varepsilon_{k}} \mathrm{~d} \mu(r)
$$

In the same way, taking $a=0$ and $b=+\infty$, we see that the denominator of (4.9) converges to

$$
\int_{0}^{+\infty} \mathrm{e}^{-\tilde{\beta} r} \mathrm{~d} \mu(r)
$$

and the proof of (i) is complete. The proof of (ii) is similar.

Remark. Theorem 4.3 (i) shows that, if $\mu$ has density $\mu^{\prime}$, then the asymptotic distribution of eigenvalues of the stationary state is

$$
\lambda \mapsto \frac{\mathrm{e}^{-\tilde{\beta} \lambda} \mu^{\prime}(\lambda)}{\int_{0}^{+\infty} \mathrm{e}^{-\tilde{\beta} r} \mu^{\prime}(r) \mathrm{d} r}
$$

The asymptotic average energy in the system can be easily computed in some remarkable cases noting that the integral of $\mathrm{e}^{-\tilde{\beta} r}$ with respect to $\mu$ is the moment generating function $\phi$ of $\mu$ evaluated at $-\tilde{\beta}$ and so the asymptotic average energy in the system is

$$
-\frac{\frac{\mathrm{d}}{\mathrm{~d} \tilde{\beta}} \phi(-\tilde{\beta})}{\phi(-\tilde{\beta})}=-\frac{\mathrm{d}}{\mathrm{~d} \tilde{\beta}} \log (\phi(-\tilde{\beta})) .
$$

We can easily find an explicit result in two cases:

$$
\begin{array}{rll}
\mu \text { normal distribution } N\left(m, \sigma^{2}\right) & \text { average energy } & m-\tilde{\beta} \sigma \\
\mu \text { gamma distribution } \Gamma(\alpha, \theta) & \text { average energy } & \alpha /(\tilde{\beta}+\theta)
\end{array}
$$

The asymptotic average energy in the system is decreasing in $\tilde{\beta}$, i.e. increasing in the average temperature as expected, for all probability measure $\mu$ because the moment generating function of a probability distribution is log-convex and the derivative of a convex function is increasing.

Remark. Note that, by choosing a suitable spacing of eigenvalues $\varepsilon_{n}$ we can control the rate of convergence to 0 of $\kappa\left(\rho^{(n)}, H_{S}^{(n)}\right)$ at will, as $n$ tends to $+\infty$.

## 5 One dimensional Ising chain

In this section we consider a one-dimensional Ising chain with nearest neighbour interaction. We will show that, in this case, if the heat baths interact locally at both ends of the chain, then the energy current is zero. Spin interaction (see 5.1) occurs only in the $z$ component. In the case where also the other components interact the derivation of the GKSL generator turns out to be really difficult (see [5]). Indeed, starting from the diagonalized $H_{S}$, one finds a cumbersome expression for the operators $D_{\omega}$.

In spite of the simple system Hamitonian $H_{S}$ (5.1) Theorems 4.2 and 4.3 do not apply to this model because its spectrum is degenerate.

The system space is $\mathrm{h}=\mathbb{C}^{2 \otimes N}$ with $N>2$. Define Pauli matrices

$$
\sigma^{x}=\left[\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right] \quad \sigma^{y}=\left[\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right] \quad \sigma^{z}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

with respect to the orthonormal basis $e_{+}=[1,0]^{\mathrm{T}}, e_{-}=[0,1]^{\mathrm{T}}$ of $\mathbb{C}^{2}$.
Consider the one dimensional Ising chain with Hamiltonian

$$
\begin{equation*}
H_{S}=J_{z} \sum_{j=1}^{N-1} \sigma_{j}^{z} \sigma_{j+1}^{z}, \quad J_{z}>0, N>2 \tag{5.1}
\end{equation*}
$$

Subsequently let us define

$$
e_{\alpha}:=\otimes_{j=1}^{N} e_{\alpha(j)}, \quad \alpha \in\{-1,1\}^{N}
$$

as a basis of h , where $e_{-1}:=e_{-}$and $e_{+1}:=e_{+}$. Vectors $\left\{e_{\alpha}\right\}_{\alpha}$ form an eigenbasis for $H_{S}$ and the spectrum is

$$
\operatorname{sp}\left(H_{S}\right)=\left\{J_{z}(2 k-(N-1)) \mid k=0, \ldots, N-1\right\}
$$

The eigenspace associated with the eigenvalue $\varepsilon_{k}=J_{z}(2 k-(N-1))$ is the linear span of the elements $e_{\alpha}$ such that exactly $k$ neighbouring elements in $\alpha$ have the same sign. Thus one can define the sets

$$
A_{k}:=\left\{\alpha \in\{-1,1\}^{N} \mid \sum_{j=1}^{N-1} \alpha(j) \alpha(j+1)=2 k-(N-1)\right\}
$$

and the spectral projection associated with the eigenvalue $\varepsilon_{k}$ is given by

$$
P_{k}:=\sum_{\alpha \in A_{k}}\left|e_{\alpha}\right\rangle\left\langle e_{\alpha}\right|
$$

The system is coupled with two heat reservoirs at inverse temperature $\beta_{1}, \beta_{2}$ with $\beta_{1} \leq \beta_{2}$ through the interaction

$$
\begin{equation*}
H_{1}=\sigma_{1}^{u} \otimes\left(A^{-}\left(\phi_{1}\right)+A^{+}\left(\phi_{1}\right)\right), \quad H_{2}=\sigma_{N}^{v} \otimes\left(A^{-}\left(\phi_{2}\right)+A^{+}\left(\phi_{2}\right)\right) \tag{5.2}
\end{equation*}
$$

where $u, v \in \mathbb{R}^{3}$ and $\sigma_{i}^{u}$ is defined as

$$
\sigma_{i}^{u}=u_{1} \sigma_{i}^{x}+u_{2} \sigma_{i}^{y}+u_{3} \sigma_{i}^{z}
$$

The set of positive Bohr frequencies is given by

$$
\mathrm{B}:=\left\{2 J_{z}(n-m)=\varepsilon_{n}-\varepsilon_{m} \mid n, m \in\{0, \ldots, N-1\}, n>m\right\}
$$

while the operators $D_{j, \omega}$ are given by (2.5). Thus one has

$$
D_{1,2 J_{z}}=\left(u_{1}-\mathrm{i} u_{2}\right) \sum_{\alpha \in C_{++}^{l}} \sigma_{1}^{x}\left|e_{\alpha}\right\rangle\left\langle e_{\alpha}\right|+\left(u_{1}+\mathrm{i} u_{2}\right) \sum_{\alpha \in C_{--}^{l}} \sigma_{1}^{x}\left|e_{\alpha}\right\rangle\left\langle e_{\alpha}\right|
$$

where $C_{++}^{l}$ (resp. $C_{--}^{l}$ ) denotes the set of configurations $\alpha \in\{-1,+1\}^{N}$ with ++ (resp. -- ) in the first two sites ( $l$ stands for left). While $D_{1, \omega}=0$ for every $\omega \in \mathrm{B}-\left\{2 J_{z}\right\}$ because the Pauli matrices act only on the first site and so the number of neighbouring sites with the same sign can vary of at most one after the action of $\sigma_{1}^{u}$ and for $\omega=2 J_{z}$ one has

$$
D_{1,2 J_{z}}=\sum_{n=1}^{N-1} \sum_{\alpha \in A_{n}} \sum_{\beta \in A_{n+1}}\left\langle e_{\alpha}, \sigma_{1}^{x} e_{\beta}\right\rangle\left|e_{\alpha}\right\rangle\left\langle e_{\beta}\right|
$$

With similar arguments one can see that $D_{2, \omega}=0$ for every $\omega \in \mathrm{B}-\left\{2 J_{z}\right\}$, while

$$
D_{2,2 J_{z}}=\left(v_{1}-\mathrm{i} v_{2}\right) \sum_{\alpha \in C_{++}^{r}} \sigma_{N}^{x}\left|e_{\alpha}\right\rangle\left\langle e_{\alpha}\right|+\left(v_{1}+\mathrm{i} v_{2}\right) \sum_{\alpha \in C_{--}^{r}} \sigma_{N}^{x}\left|e_{\alpha}\right\rangle\left\langle e_{\alpha}\right|
$$

where $C_{++}^{r}$ (resp. $C_{--}^{r}$ ) denotes the set of configurations with ++ (resp. -- ) in the last two sites ( $r$ stands for right).

From now on we will drop the subscript $2 J_{z}$ and only deal with operators related to that Bohr frequency, as the others vanish.
Recalling the definition of linear maps (2.6) and the constants

$$
\gamma_{i}^{+}=1 /\left(\mathrm{e}^{2 J_{z} \beta_{i}}-1\right), \quad \gamma_{i}^{-}=\mathrm{e}^{2 J_{z} \beta_{i}} /\left(\mathrm{e}^{2 J_{z} \beta_{i}}-1\right)
$$

we can write the GKSL generator of the evolution as follows

$$
\mathcal{L}=\sum_{i \in\{1, N\}} \gamma_{i}^{-} \mathcal{Q}_{i}^{-}+\gamma_{i}^{+} \mathcal{Q}_{i}^{+}
$$

A close scrutiny at the operators $D_{i}, D_{i}^{*}$ shows that, for each fixed configuration $\bar{\alpha} \in\{-1,+1\}^{N-2}$ of the $N-2$ inner sites of the chain the 4 -dimensional projections $p_{\bar{\alpha}}$ on subspaces

$$
\mathrm{h}_{\bar{\alpha}}:=\operatorname{span}\left\{e_{\alpha} \mid \alpha(j)=\bar{\alpha}(j) \text { for all } 2 \leq j \leq N-1 ; \alpha(1), \alpha(N) \in\{-1,1\}\right\}
$$

commute with both $D_{i}$ and $D_{i}^{*}$ for $i \in\{1, N\}$, then subalgebras $p_{\alpha_{1}} \mathcal{B}(\mathrm{~h}) p_{\alpha_{2}}$ are invariant for the semigroup $\mathcal{T}$ generated by $\mathcal{L}$. This commutation allows us to restrict our study only to cases where
the invariant state is of the form

$$
\begin{equation*}
\rho=\sum_{\bar{\alpha} \in\{-1,1\}^{N-2}} p_{\bar{\alpha}} \rho p_{\bar{\alpha}}=\sum_{\bar{\alpha} \in\{-1,1\}^{N-2}} \lambda_{\bar{\alpha}} \rho_{\bar{\alpha}} \tag{5.3}
\end{equation*}
$$

where $\rho_{\bar{\alpha}}$ is an invariant state supported only on $h_{\bar{\alpha}}$ and $\lambda_{\bar{\alpha}}$ are real constants that sum up to 1 . Indeed the off diagonal terms, $p_{\overline{\alpha_{1}}} \rho p_{\overline{\alpha_{2}}}$ with $\alpha_{1} \neq \alpha_{2}$, do not contribute to current flow, since

$$
\operatorname{tr}\left(p_{\overline{\alpha_{1}}} \rho p_{\overline{\alpha_{2}}} \mathcal{L}_{1}\left(H_{S}\right)\right)=\operatorname{tr}\left(p_{\overline{\alpha_{1}}} \rho \mathcal{L}_{1}\left(H_{S}\right) p_{\overline{\alpha_{2}}}\right)=0
$$

Moreover all the conditional expectations $\mathcal{E}_{\bar{\alpha}}(x):=p_{\bar{\alpha}} x p_{\bar{\alpha}}$ commute with $\mathcal{L}$, ensuring that both $\sum_{\bar{\alpha}} \mathcal{E}_{\bar{\alpha}, *}(\rho)$ and every $\mathcal{E}_{\bar{\alpha}, *}(\rho)$ must also be invariant states on their own. As a further refinement we can repeat the same argument using the conditional expectation $\mathcal{E}(x):=\sum_{k=0}^{N-1} P_{k} x P_{k}$. Indeed $\mathcal{E}$ commutes with the Lindbladian $\mathcal{L}$ and

$$
\operatorname{tr}\left(P_{k_{1}} \rho P_{k_{2}} \mathcal{L}_{1}\left(H_{S}\right)\right)=\operatorname{tr}\left(P_{k_{1}} \rho \mathcal{L}_{1}\left(H_{S}\right) P_{k_{2}}\right)=0
$$

for $k_{1} \neq k_{2}$, since the spectral projections commute with $D_{j} D_{j}^{*}, D_{j}^{*} D_{j}$ and $\mathcal{L}_{1}\left(H_{S}\right)$ is a linear combination of these operators by Lemma 3.2, equation (3.3). In this way we can focus our study on invariant states of the form (5.3) with

$$
p_{\bar{\alpha}} \rho p_{\bar{\alpha}}=\rho_{\bar{\alpha}}=\left[\begin{array}{cccc}
\rho_{11}^{\bar{\alpha}} & 0 & 0 & 0 \\
0 & \rho_{22}^{\bar{\alpha}} & \rho_{23}^{\bar{\alpha}} & 0 \\
0 & \rho_{32}^{\bar{\alpha}} & \rho_{33}^{\bar{\alpha}} & 0 \\
0 & 0 & 0 & \rho_{44}^{\bar{\alpha}}
\end{array}\right]
$$

where we expanded the state with respect to the basis of four vectors $e_{c \bar{\alpha} c}, e_{d \bar{\alpha} c}, e_{c \bar{\alpha} d}, e_{d \bar{\alpha} d}$ defined as follows: $e_{c \bar{\alpha} c}$ is the vector $e_{\bar{\alpha}(2), \bar{\alpha}(2), \ldots, \bar{\alpha}(N-1), \bar{\alpha}(N-1)}, e_{c \bar{\alpha} d}=e_{\bar{\alpha}(2), \bar{\alpha}(2), \ldots, \bar{\alpha}(N-1),-\bar{\alpha}(N-1)}$ and vectors $e_{d \bar{\alpha} c}, e_{d \bar{\alpha} d}$ are defined in a similar way.

Now we have reduced and simplified the class of states we want to use when looking for a invariant state, without, however, losing any contribution to the current flow. In order to find the invariant state, first of all it is not too difficult to show that $\mathcal{L}_{*}$ leaves invariant the subspace of diagonal elements. Then compute

$$
\mathcal{L}_{*}\left(\rho_{23}^{\bar{\alpha}}\left|e_{d \alpha c}\right\rangle\left\langle e_{c \alpha d}\right|\right)=-\frac{1}{2}\left[\Gamma_{1}^{+}+\Gamma_{1}^{-}+\Gamma_{N}^{+}+\Gamma_{N}^{-}\right] \rho_{23}^{\bar{\alpha}}\left|e_{d \alpha c}\right\rangle\left\langle e_{c \alpha d}\right|,
$$

and similarly

$$
\mathcal{L}_{*}\left(\rho_{32}^{\bar{\alpha}}\left|e_{c \alpha d}\right\rangle\left\langle e_{d \alpha c}\right|\right)=-\frac{1}{2}\left[\Gamma_{1}^{+}+\Gamma_{1}^{-}+\Gamma_{N}^{+}+\Gamma_{N}^{-}\right] \rho_{32}^{\bar{\alpha}}\left|e_{c \alpha d}\right\rangle\left\langle e_{d \alpha c}\right|
$$

where $\Gamma_{1}^{ \pm}=\left\|u_{1}+\mathrm{i} u_{2}\right\|^{2} \gamma_{1}^{ \pm}$and $\Gamma_{N}^{ \pm}=\left\|v_{1}+\mathrm{i} v_{2}\right\|^{2} \gamma_{N}^{ \pm}$. (The above $\Gamma_{i}^{ \pm}$slightly differ from the constants in Section 2). Therefore the invariant state condition $\mathcal{L}_{*}(\rho)=0$ implies $\rho_{23}^{\bar{\alpha}}=\rho_{32}^{\bar{\alpha}}=0$.

We can now just consider the reduced dynamics on diagonal elements of $p_{\bar{\alpha}} \mathcal{B}(\mathrm{h}) p_{\bar{\alpha}}$, given by

$$
\mathcal{L}_{*}=\left[\begin{array}{cccc}
-\left(\Gamma_{1}^{-}+\Gamma_{N}^{-}\right) & \Gamma_{1}^{-} & \Gamma_{N}^{-} & 0 \\
\Gamma_{1}^{+} & -\left(\Gamma_{1}^{+}+\Gamma_{N}^{-}\right) & 0 & \Gamma_{N}^{-} \\
\Gamma_{N}^{+} & 0 & -\left(\Gamma_{N}^{+}+\Gamma_{1}^{-}\right) & \Gamma_{1}^{-} \\
0 & \Gamma_{N}^{+} & \Gamma_{1}^{+} & -\left(\Gamma_{N}^{+}+\Gamma_{1}^{+}\right)
\end{array}\right]
$$

The unique invariant law for the time-continuous Markov chain generated by the above matrix is

$$
\pi=Z^{-1}\left[1, \mathrm{e}^{2 J_{z} \beta_{1}}, \mathrm{e}^{2 J_{z} \beta_{2}}, \mathrm{e}^{2 J_{z}\left(\beta_{1}+\beta_{2}\right)}\right]
$$

where $Z^{-1}$ is a normalization constant that is independent of $u, v$ and is the same for all $\bar{\alpha}$. Therefore the unique $\mathcal{T}$-invariant state supported on $h_{\alpha}$ is

$$
\begin{aligned}
\rho_{\alpha} & =Z^{-1}\left(\left|e_{c \bar{\alpha} c}\right\rangle\left\langle e_{c \bar{\alpha} c}\right|+\mathrm{e}^{2 J_{z} \beta_{1}}\left|e_{d \bar{\alpha} c}\right\rangle\left\langle e_{d \bar{\alpha} c}\right|\right. \\
& \left.+\mathrm{e}^{2 J_{z} \beta_{2}}\left|e_{c \bar{\alpha} d}\right\rangle\left\langle e_{c \bar{\alpha} d}\right|+\mathrm{e}^{2 J_{z}\left(\beta_{1}+\beta_{2}\right)}\left|e_{d \bar{\alpha} d}\right\rangle\left\langle e_{d \bar{\alpha} d}\right|\right) .
\end{aligned}
$$

Recalling (5.3) we can now write any invariant state for the semigroup $\mathcal{T}$.
We can now evaluate the energy flow $\operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right)$ via the expression

$$
\mathcal{L}_{1}\left(H_{S}\right)=\sum_{\omega \in B^{+}} \omega\left(\gamma_{1, \omega}^{+} D_{1} D_{1}^{*}-\gamma_{1, \omega}^{-} D_{1}^{*} D_{1}\right)=2 J_{z}\left(\gamma_{1}^{+} D_{1} D_{1}^{*}-\gamma_{1}^{-} D_{1}^{*} D_{1}\right)
$$

that, together with the formula for $\rho_{\alpha}$, yields

$$
\begin{aligned}
Z \operatorname{tr}\left(\rho \mathcal{L}_{1}\left(H_{S}\right)\right) & =Z \operatorname{tr}\left(\sum_{\bar{\alpha} \in\{-1,1\}^{N-2}} \lambda_{\bar{\alpha}} \rho_{\bar{\alpha}} \mathcal{L}_{1}\left(H_{S}\right)\right) \\
& =\sum_{\bar{\alpha} \in\{-1,1\}^{N-2}} 2 J_{z} \lambda_{\bar{\alpha}}\left(\gamma_{1}^{+} \mathrm{e}^{\beta_{1} \omega}+\gamma_{1}^{+} \mathrm{e}^{\left(\beta_{1}+\beta_{2}\right) \omega}-\gamma_{1}^{-} \mathrm{e}^{\beta_{2} \omega}-\gamma_{1}^{-}\right) \\
& =0
\end{aligned}
$$

Remark. For $N=2$, it can be shown by direct computation that the energy current is strictly positive. Indeed, because of low dimensionality the ends of the chain can interact directly.
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