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ABSTRACT 
In 1940 '.l.fa.mchkoff int.rodnccd t.hc arinulu.'I argumenl to prove t hc zero so

lution of ( 1) :r.' = j(t , x), /(e, O) = O, is asymptotically stable if f is bounded 
whcn x is bounded and if a positivc dcfinitc Liapunov function for ( 1) exists 
with negative definitc dcrivutivc. This pnvcd t.he wo.y for researchers seeking ncw 
asymptotic stnbility condit.ions for not only ( \ ) but nlso for systems of funct.ional 
diffcrcntial equations x' = f'(t,:i:I). Howcver, Marachkoff's approoch excludes 
unbounded F having fcntures that actually promete a.symptotic stability. This 
paper provides an altcrnnt.ivc t.hat docs not require F be bounded for :t1 bounded 
using J ensen 's inequality. rt is a bnsic int.rodnction to stability and it providcs n 
new ¡wenue for stability invcstigntions. 

RESUMEN 
En el año 19'10 Marnch koff inLrodujo los argumentos anuladores para probnr 

que la solución nula de {1) x' = /(t,:t), /(t,0) =O, es a.sintóticamcnte estable 
si f es O\Colada cunndo x es ncotada, y si exist.c una función Liapunov definida 
positiva pMa (1) con derivndns definidas negativas. Esto prepara el terreno 1>nra 
que inv'5tigndorcs b11sq11c11 nuevas condiciones de cstnbilidad asintótica no solo 
pnrn (1 ) sino también p!l.rn sistemas de funcionales de ecuaciones diferenciales 
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x' = F (t,zi). Sin embargo, lo propuesto por Marachkoff excluye F no acotada 
teniendo características que en realidad promueven estabilidad asintótica. Este 
articulo proporciona una alternativa que no requiere que F sea acotada para :r 
acotada usando la desigualdad de Jensen. Es llDa introducción básica a la esta
bilidad y proporciona un camino nuevo de investigación en esta materia.. 

Key worda and phrasea: LiBpunou '.s dirtt:t method, Cl..t'ymplotic 1lobifü111 

Jen.sen's incqucility 
Mnth. Subj. C in.r1a.: Primar¡¡ 3" K20 

Introduction 

ln the t heory of Liapunov's direct method for finite delay equations, four distincl 
types of problems arise which ha.ve been the focus of much investigation ovcr !he 
last 50 years. We note here that, with t he aid of Jensen's inequaHty, ali four can be 
collapsed inLo basically the same kind of problem. Ali four types can arise from a 
simple scalar equat ion of the form 

x' (t) = -a(t)x + b(t) x(t - 1) - c(t) x3 

and their treatment leads t he invest igator easily to attack far more general problcms 
in mudl the same way. T he classical Liapunov functional for t his equation usually 
appears in the form of 

V(t, xt) = x2 (t) + f~, lb(s + 1)lx2 (s)ds 

º' 
V (t,xt) = lx(t) I + {, lb(s + l)llx(s)lds 

with the required relations varying slightly depending on the choice or these two 
functionals; botb have bee11 used extensively and they have counterparts for systcms 
in which a and b are matrices, while c(t)x3 is replaced by a more general nonlincar 
vcctor-valued function. 

For this equation it is usually assumed that a(t) is positive and dominates b(t) in 
sorne way, while t he real focus is on c(t). Interesting things happen when: 

l. b(t) is bounded ancl c(t) = 1; this is the classical uniform asymptotic stability 
thcorcm. 

2. c(t) = l , whilc bis not bounded. 
3. c(t) = 1/ t and b is not bounded. 
4. c(t.) = jsin f.j - sin t. 
Our discussion herc ccntcrs around certain functional differential equations but 

1he ha.sic difficulties we wish to attack can be seen in equations without delay. Thcsc 
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wtll be used in our firsl two sections for simplicity. Let f : R x R" --+ R" be continuous 
nnd consider the system of clifferential equations 

•' = f (t, z) (1.1) 

in which x' = dz./ dl . lt. is supposed t hat 

/(t, O) =O (1.2) 

so tha t x(t) = O is a solution. T he basic problem we consider is finding conditions 
so t hat solutions starting ncar the zero solution converge to zero. ln lhe theory of 
Linpunov's direct methocl, we seck a differcntiable scalar function \1 : R x Jl" --+ 
\O, ), together with scalar functions W1 : [O, oo) -+ [O, oo), caUed wedges, which are 
continuous, W, (O) = O, and W, strict.ly increasing. The idea is to choose functions so 
shrewdly that 

W1(l•I) $ V(t,z), V(t, O) = O 

aud t hc dcrivath'e oí V along a solut.ion of (1.1) satisfies 

V¡', 1¡(t, z(t)) = grndV f + &V/ 8t $ -W,(lzl). 

(1.3) 

(1.4) 

T his cnn be obta ined by t he chain rule which involves only (1.1) and t he partial 
dcrivatives of V. Thus, the virtue of t he method is that (1.4) can be compuled 
dlr ctly from the diffe.r ntial ec¡uation itself, rather t han from the unknown solut ion. 

An cxistcnce theorem is invoked to prove that a solution x(t, t0 , x0 ) = : x(t) exists 
through nn arbitrary point (t.0 ,xo) . T hen we integrate ( I.4) a nd say t hat 

V(l,z( t)) $ V(to.zol - [ ' W2(l•(•)l)ds. ,, 
lf we ca.n show t hat the solution exists far a li fu ture time and if we assume t ha t t he 
solution is bounded strictly away from zero, then t he integral of W::z(lx(s)I) tends to 
- oo, driving V(t ,:z:(t)) to -oo, a contradiction to (1.3) since O ~ W1(1:z:I) ~ V(t ,x). 

lf functions can be found satisfying (1.3) and (1.4) , then V is called a Liapunov 
funct ion for {l.l). Const ruction of Liapunov funct ions is an art, rather t han a sci~ 
encc, yet invesligat.ors have been very successful at constructing effective Liapunov 
functions. Also, there a re t hrce instances of note when Liapunm· functions can be 
constructcd: 

(i) The total e.nergy of t.he systcm can constitute a suitable Llapunov function. 
lnd el , t hc method is oftcn referred to as energy metbods. 

(ii) For a linear constant cocfficient system, the Liapuno\1 function is fou nd from 
thc solution of algebraic equations. 

(iii) 1\ first integral of an equaLion can often serve as a Liapuno" function. 
Liapunov's original work appcarcd in 1892 in Russian . lt wa..s t ranslated into 

F'rench in 1907. A modern English translation wa.s published in 1992 !IOJ; it includes 
a photograph oí Liapunov and a short biography. We were introduced to Liapunov's 
di rect rnethod primarily through the book by Yoshizawa [16]. Our own point of view 
is convcy d through tbe 1,wo monographs !JJ and [4]; the second of ,.,,bich is dedicated 
to P roL Yoshiz.awa and containB a photograph of him . 
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2 The Annulus Argument 

The purpose of t his sect ion is to introduce the reader to t he hypothesis of 
Marachkoff {13J, introduced in 1940, and which has been used in both ordinary and 
functiona1 differential equations to prove asymptotic st ability. It simply asks that the 
right.hand side of the differential equation be bounded when the state variable (:z: or 
xi) is bounded . While it is useful, it is highly objectionable for two reasons: 

(a) It drastica.lly limits t he class of problems which we can consider. 
(b) It actually detracts from the very properties which often promote strong 

asymptotic stability. For example, solutions of t he sea.lar equation x' = -x go to 
zero exponentia.lly, but t hose of x1 = -(1 + t2 )x tend to zero far more quickly. 

In our first result here we show the reader exactly how the hypothesis is used. 
The remainder of the paper is devoted to showing ways in which we can avoid that 
objectionable condition by the use of Jensen's inequality. 
Definition. The zero solution of (1.1) is stable if for each E> O and to~ O, there is 
a ó > O such that [lxo) < ó, t ~ to) implies that Jx(t, t0 , x0 )) < E. 

Definit.ion. The zero solution of ( i. 1) is asymptoticafly stable if it is stable nnd if 
for each to ~ O there is aµ > O such that lxol < µ imp\ies that x(t , t0 ,x0 ) ~ O as 
t --+ OO. 

Let us focus on (1.1) through {1.4). In the first part of our proof of T heorem 2.1 
we will show that {1.3) and V 1(t ,x(t) ) $ O imply that the zero solution of (! .! ) is 
stable. The early investigators always believed tbat (1.3) and (1.4) would suffice for 
asymptotic stability, but they do not, as the reader may see in Burton !4; p.230/. lf 
we add a wedge above V t hen we can get a much stronger result , namely uniform 
asymptotic stability (which we do not define here) . But, to t his very da.y, investiga
tors do not know exactly what is needed to conclude asymptotic stability. In 19<10 
Marachkoff offered the following result. Hatvani [7] presents many contexts in which 
Marachkoff's assumption is used. 

T beo rem 2.1 Suppose there is a function V satisfying (1.3) and (1.4). lf, in ad· 
dit1on, f 1s bounded for x bounded, then the zero solution oj (1.1 ) is asymptotica/ly 
slable. 

Proof. Let f > O and to ~ O be given. From (1.3) we see that V(t0 , O) ~ O and, by 
continuity of V , there is a ó > O such that lxol < J impHes that V{t0 ,x0 ) < W1{c). 
By ( 1.4) we have 

W, (lx(l, lo, xo) I) :S V(t , x(t, to, xo)) :S V(to, xo) < W, (<) 

for t ~ to so that lx(t, lo, Xo)I < ( since W¡ is increasing and V 1 $ o. This proves that 
t he zero solution is stable. 

For the given e > O and t0 ~ O, Jet ó > O be found for stability. We claim Lhat if 
lxol < ó, then :z:(t) := x(t , lo, xo) --+ O as t -+ oo. By way of contradiction, if this is 
ía.lse then there is a 'Y> O anda scquence {tn} too with lx(tn) ) 2'.: 1'· But from (1.3) 
and (1.4) we see that for V(t) := V(t , x(t)) we ha.ve 

O :S V(t) :S V(t0) -1' W2 (lx(s)J)ds. 

" 
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Clearly, ií lx(t)I remained larger t han ¡ / 2 on sorne interval {t " , oo), t hen we would 
ha ve 

O$ V (t) $ V(t") - f ' IV2b / 2)ds _, -oo, ,. 
a contradic1.ion. T hus, there is a sequence {s,,} t oo with lx(s,,)I :S -y/2. 

The so\u1.ion is racing back and forth across an annulus with radii ¡ and 1 / 2. lt 
is from this that t hc name annulus argument comes. 

Herc is the critica.! part in which Marachkoff's condit ion is used . Since lx(t)I < ,, 
t hcre is a number /\/ > O with l/(t, x(t))J $ M for ali t ~ O. We will now show that. 
there is a number T > O such that. lx(t) I > 1/ 2 for tn $ t $ t ,. + T. For suppose there 
is ar .. > t ,, Wllh lx(Tn)I = 1/2. We would then have 

x (1;,) = x (t,,) + JT" / (s,z(s))ds 

'" 
so that 

or 
T,, - t ,, 2: ~/2M. 

The dC'sired number T can be taken as 

T = ~/4M. 

Now, renumber t he sequence {t11} so that t,. + T < t ,,+1 • Then V (t,. + T ) -
V(t 11) :S -THf1 h/2) from ( 1.4). Hence, V(t)--+ -oo, a contradict ion. T he prooí 
is complete. • 

T hcrc is also a íunctional different ial equation analogue oí Theorem 2. 1: t hc 
zero solution oí t he delay equatiou (3. l) in Sect ion 3 is asymptotically sta ble if a 
Marachkoff-like condition that F be bounded for x 1 bounded holds and if a Liapunov 
functional \ '(t,z1) satisfying ( l.3) and (1.4) exist s. A precise statement and proof of 
this is found in Burton [4;p. 261, Thcorem 4.2.5 (e)]. A proof that looks precisely 
Hkc t hat oí T heorem 2. 1, apart from some notational adjustments, can also be given. 

The entire point of this papcr is to derive an alternative to the annulus argument 
which will not require t hat f be bounded for x bounded. T he integral form oí Jensen 's 
lnec¡uality, stated in Section 3, p\ays a central role. We have mentioned before that 
lla tvnni l7J presenLS many contexts in which the annulus argument is used in con
junction with Liapunov's direct method . A good research project might begin with a 
study oí that paper to sec how thc results can be improved using Jcnsen 's inequality. 

3 U niform Asymptotic Stability through Convex
Downward Wedges 

Thc use oí wedges is an inherent part of Liapunov's direct method. A wedge W 
bccomes e'·en more potcnt in a stability argument if it also happens to be convex 
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downward; for then the problems mentioned in Section 2 can be avoided by means 
of Jensen's inequality. Fortunately, as we will see below, ordinary wedges can even 
be converted to convex-downward wedges. We prefer the term convex downward to 
the more widely used convex to describe a function whose graph has t he property 
that every point on each of its chords lies either above or on the portian of the graph 
subtended by the chord ; more precisely: 
Oefin.i t ion . A function G : [a,bJ -t (-00,00) is said to be convex downwardon 
[a,b) if 

G(( 1 - ,\)t1 + ,\t2) S (1 - ,\)G(t¡) + ,\G(t2) 

whene"er t 1,t2 E /a, b] and O ~ ~ ::; l . 
Sorne authors, such as Natanson jl4;p. 38], just use the midpoint of each chord in 

their definition: G([t1 + t2]/2) 5 (G(t1 ) + G(t2 )]/2. Nevertheless, it implies the first 
inequality when Gis conti nuous on [a, b] (cf. Stromberg [15; p. 204]). When it comes 
to wedges, properties of convex-downward functions t hat are of particular use are: 

(i) U G is differentiable on an open interval (a, b), then G is convex downward on 
(a, b) if and only if G' is nondecreasing on (a, b). 

(ii) Jf J : [a, b] -¡. (-oo, oo) is increasing, then F(t ) = J: f(u)du is convex down
ward on ja, bj. 

Note. For a wedge W and a constant H >O, it follows from (ii} t hat 

lf' 
W 1 (r) '= ¡¡ }, W(s)ds 

is a con\'ex-downward wedgc by virtue of W increasing. Moreover, by a mean value 
theorem for integrals) W 1 (r) ~ W(r) for r E [O, H J. Consequently, a local result, such 

V'(t,x.) S - W(lxl) far lx(t)I S H , 

may be replaced by V 1(t,xe) S -W1 (lz{t)I). In otber words, we may justas well 
a..ssume that W is convcx downward in t he first place. 

Applying Jensen's inequality to integrals with integrands containing convex
downward wedges will prove to be an invaluable tool. With such wedges in mind, 
we state Je11sen's inequality as given by Natanson '14; pp. 45-6], adapting it slightly 
to suit our uses of it. 

J ensen 's inequality. Let 4' : [O,oo) -r [O,oo) be continuous and convex down
ward. lf f, p are nonnegative functions on [a, b], f measurable and finite almost 
everywhere, p, f ·pare integrable, and J: p(t)dt > O, then 

4'[[ J(t)p( t )dt/ [ p(t)dt] s [ .P(f(t))p(t)dt/ [ p(t)dt. 

In conjunction with Liapunov's direct method, we show how asymptolic stabil-
1ty results for cert.ain functional differentiaJ equations can be obtained by choosing a 
wedge 4', or W , that is convcx downward. ln many of our uses of Jensen's incqual-
1ty, f is the composite of a suitably chosen continuous, nonnegative function and a 
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solution x(t) of a sca\ar functional differential equation. Typically, /(t) = lx(t)J or 
J(t) = x2 (t). For example, for / (t) = 1x(t)I, the form in which Jensen's inequality 
will nppear is 

-J.' p(t)W(lz(t)l)dt $ - J.' p(t)dt · w(J.' p(t)lz(t) ldt/ J.' p(t)dt). 

Our actual study begins with a functional differential equation with finite delay 

z'(t) = F(t, x,), F(t ,O) = o,'= d/ dt (3.1) 

whcrc x1(s) = x(I + s) for -r $ s $ O with r a positive constant. We assume that we 
hav found a Liapunov funct.ional V(t , xt) and wedges W; satisfying 

IV¡(lz(t)I) $ V (t., x,) $ W2(lx(t)I + {, W,(jx(s)l)ds) (3.2) 

and 
V'(t ,x,) $ - W4 (W,(lx(t)I), (3.3) 

wherc W4 is convex downward. Much can and should be said about the derivat.ive of 
\1 . lts upper right· hnnd derivative can cxist when V is only cont inuous. But. for our 
purposes hcre we will assume that V is at lea.st Lipschitz and usually differentiable. 
The reader is referred to Yoshizawa [16; p.186 ff.] for a discussion. 

The form in which the right-hand side of (3.3) is written <loes not pose a problem 
sincc 

V'(t ,x,) ::; - W,(lz(t)I), 

where Wa, is an arbitrary wedge, can always be replaced by an inequality of the form 
(3.3). Simply rewrite 1V5 a.s 

W,(s) = Wo(W,-1(W,(s))) = (Ws o w,-1)(W,(s)) 

and then integrate the wedge (W5 o W3- 1)(s) as is done in the note following (ii) . The 
rcsult is a convex-downward wedge W4 with W4 (s) S (W5 o w3- 1)(s). 

For a constant A > O, thc set CA denotes the open A-hall in the Banach space C of 
continuous functions ti> [- r, OJ -+ Rn with the supremum norm 
11"111 = sup _,.<, <o 14i(s)J, where l · I is any convenient norm on R". As is common 
throughout the literat.ure, 1 · ! will also represent absolute value. We allow A = oo 
in which case CA denotes the cntire space C. It is assumed that F: R x CA -+ Rn 
is continuous and takes closed bounded sets into bounded sets. From standard exis
leucc resuhs (d. Burton[4; p. 186 ff.J), for each (t0,I/>) E R x CA there is at least 
one solution z(t) ;;; x(t, to, "1) defined on an interval [to, a) with x10 = l/J; if there is a 
8 < A with lz(t)I < 8 so long a.s it is defined, then a= +oo. 
Dcflnition. The zero solution of (3. 1) is: 
a) $l11ble if for each ( > O and for each to E R there is a ó > O such that 

IH c,, t ~ to]=> lx(t, to,\!ll «. 
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b) un1/onnly stable {US) if for each t > O there exists ó > O such that 

[4> E C,, to E R , t <'. toJ ==> lx(t , to,4>)1 < <. 

e) asymptoticafly st.able (AS) if it is stable and if for each to E R t here is an 11 > O 
such that 

[.¡> E C,,j ==> lx(t, to, f)I __, 0 as t __, oo. 

If, in addition, every solution x(t ,to ,4>), where <PE C, tends to zero, then the zero 
solution is asymptotically stable in the farge or globally asymptotically stable. 
d) umformly asymptotically stable (VA S) if it is uniformly stable and if t here is a 
"( > O and for each µ > O there is a T > O such that 

Lemma l. Suppose there is a differentiable functional V and wedges W , so that 011 

R xCA wehave 
{i} W5 (1x(t)J) '.S V (t,xt) '.S W6 (11x.JJ) 
ond 
{ii) Vr'3.11(t,xt) ~ O. 

Then the zero solution o/ (3.1) is uniformly stable. 
Proof. Let t: < A be given and find ó > O so that W6 (ó) < W5 (t). T hen for 

114>11 < ó, to E R ,t <'. to 

we have from (ii) that 

W5 (lx(t, to,1)J) '.S V (t,x,) '.S V (to,4>) '.S ll's(Jl.PJI) < Ws(ó) 

so lx(t, t0 , if>)I <t. This completes the proof. 

Exer cise. Show that if (3.2) holds then (i) holds. 

Remark . lt was long conjcctured that 
(1) IV1(Jx(t)I) $ \l(t, xt) '.S W2(11x1ll) 
and 

• 

(II) Vc'3 l)(t, x,) :::;, - W3 (lx(t)I) implied UAS; but it does not. Exactly IDO years af
ter the publication of Liapunov's origina.! article, !<ato [8J produced a counterexample. 
A considerably simplified version was given by Makay {1 1 J. 

Strengthening (I) to (3.2) does suffice for UAS and that is the basic result on 
the subject. It may be fou nd in Burton [2] with a different proof. Much earlier 
Krasovskii l9J had obtained tbe weaker conclusion of asymptotic stability under the 
same conditions. Thc proof plays the upper wedge against the derivative¡ this idea 
was introduced in the original proof [2J and has been used very efTectively since then 
in other problems. 
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Remark. In any unifor.m asymptotic stability proof, there are many det'ails which 
nced to be correctly put in order before the actual argument begins. In the proof 
below, t he critica\ argument begins with the use oí intervals defined in (3.7). The 
argument we see there is t he one which will be repeated , with additional condit ions, 
throughout t he rest oí t he paper. 

Theorem 3.1 If (3.2) and (3.3) hold on R x CA , then the zero solution o/ (3.1) is 
umformly asymptotically stable. 

Proof. For A/2 > O find B of uniform stability; that is, for a solution x(t, to,</>) with 
an initial function </> satisfying 114>11 < B, then lx(t , t0 , ljJ)I < A/2 for t ~ t0 . Denote 
by x(t) := .c(t., t0 , ljJ) any fixed but arbitrary such solution. 

Let. f > O be given. We will find T >O such that [114'11 < B , t0 E R,t ~ lo+ T] 
imply that lx(t) I <f. Notice that by (3.2) we have 

V(to, ~) ~ W,(B + rW,(B)) =• L 

ancl Jet 
M•=W1(<). 

We will find a T so that for any such solution x(t) we have 

V(to + T,X10 +T) < M 

and, hence, 
W1(lx(t)I) ~ V(t) < W1(<) , 

for t ;>: t0 + T, where V(t) •= V(t,x1). 

Consider the set of intervals 

[t,1- 1, tn] :=[to+ 2(n - l)r, to+ 2nr] 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

for n = 1, 2,3, .... We will find a posibive integer N so that V(tN ) < W1 (t). Consider 
thc inlervals for which this does not hold. In that case, 

equivalently, 

lx(t) I + {, w,(lx(s)l)ds ;>: 2K (3.8) 

for sorne K > O. 
Integrate (3.3) and obtain 

l' (t.} - V(t._ ¡) ~ - t:. W,(W,(lx(s)i))ds ~ - l~, W,(W3 (lx(s)l) )ds. 

There are two possibilibies: 
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l. l•(t )l 2: K on [t., - r , t .,), so V (t .. ) - V (t .. _ ¡) $ - rW.(W3 (K)) =' - D; 

º' 2. there is a t~ E [tn - r , t,.] with lx(t~) I < K so t hat 

!.,. ''~' W3 (ix(s) l)ds > K . 

In t he Jatter case we have by Jensen's inequality, 

V(t~) - V(t~ - r) $ -rW.(J.;~, W3(1x(s)l)ds/ r) < - rW.(K/r) =' - Q. 

Notice t hat t,._1 :::;: t~ - r $ t;1 $ t11 so that V (t,.) - V (t,._¡) $ V(t~) - V(t~ - r } since 
V' $ O. U we Jet C = min[D , Q), then V(t .. ) - V (t .. _¡) $ -C. Take NC > L - M 
so that V(tN) $ V (t N_i) - C $ ... $ V(to) - NC $ L - NC < M . In other words, 
V(to + T) < Wi{t:), where T = 2Nr. 

T his completes t he proof. • 

E xample 3.1 Consider t he sea.lar equation 

x' = - a(t)x + b(t)x(t - r) - c(t)x3 (3.9) 

where a, b, e : R -t R are continuous functions. Suppose t hat a(t) > O and constants 
fJ > O and m > O exist such that 

J.'" b2 (s)ds $ fJ and 2a(t) - lb(t)l - lb(t + r )[ ;:: m 

for t ~ O. lf lm > O and c(t) ~ O] or if !m = O and c(t) ~ >., ,\ a posit ive constant], 
t hen the zero solution of (3.9) is uniformly asymptotically stable. 
Proof. T he result follows from applying Theorem 3.1 to t he classical Liapunov 
functional 

V(t , x,) = x2 (t) + /.~, lb(s + r)[x2 (s)ds. 

To see this, along a solution of (3.9) , we have 

V'(t,z,) = - 2a(t )x'(t) + 2b(t)x(t )x (t - r) - 2<(t)x'(t ) + lb(t + r)lx'(t) - lb(t)lx'(t - ,¡ 

~ - 2a(t)x '(t) + lb(t)lx'(t) + lb(t)lx'(t - , ¡¡ + lb(t + ' )lx2 (t ) - lb(t)lx'(t - d - 2<(t)x' (t ) 

$ -(2a(t) - lb(t)I - lb(t + r )l)x'(t ) - 2<(t)x' (t ) 

IL is an interesting and importanl exercise to reconcile the wedges in this cxa.mple 
with t hose in T heorem 3. 1. 
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By Schwarz1s inequa.lity, 

( ' )''º :5 x2 (t) + {3 112 Í-r x 4 (s)ds -

(!' )''' $ kx 2 (t) + k t-r x4 (s )ds , 

where k := max[l, /3112¡. 
Define W(u) = ma.x[u112 ,u2 ]. Then, 

V(t,xt) s kW(lx(t)I) + kw(L, x' (s)ds) 

S ZkW ( lx(t) I + L , x'(s)ds) , 

as W(u) + W (u) s 2W(u + v). lt follows that 

w, (lx (t) I) s V(t, x,) s w, ( 1x(t)I +L. w ,(lx(s)l)ds)' 

where W1 (u) = u2 , W2 {u) = 2kW{u), and W3 (u) = u4 , sbowing that (3.2) holds. 
Finally, define the wedge W5 by W5 (u) = mu2 if m > O and c(t) ~ O or by 

W,(u) = 2!,u'1 if m =O ancl c(t) ~ Á. Then as V' (t,x,) s - Ws(lx(t)I), it follows from 
previous remarks that a convex-downward wedge W4 can be found so fJhat (3.3) is 
satisfied in a neighborhood of the zero solution of (3.9). This concludes t he proof. • 

It is easy to see t hat this stability resuJt holds for any equation 

x' = -o(t)x(t) + b(t)x(t - e) - c(t)x' • +1 

where n is a positive integer. 

4 Constructing Upper Bounds on Liapunov Func
tionals with Jensen's Inequality 

We are now going to go through a series of examples, adding sorne degree of difficulty 
each time. Since so many of t he cla.ssical problems can be seen in the equation 

x' = - a(t)x + b(t)x(t - 1) - c(t)x3 , (3.9) 
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we focus on (3.9) in the rest of t he paper, setting r = 1 for t he sake of simplicity. T he 
reader can easily adapt the computations far 

x' = - a(t)x3 (t) + b(t)x3 (t - 1) - c(t)x'•+• 

by using the Liapunov functional 

V(t,x.) = (l/ 4)x' + (1 / 2) J~, lb(s + l )lx6 (s )ds. 

It is very interesting to compare t he results, especially for n = O, in t he latter equation. 
The integral condition in Example 3.1 was crucial in proving the uniform asymp

totic stability of the zero solut ion of (3.9) in that it led to an upper bound on the 
Liapunov functional. With the aid of Jensen's inequality, other integral conditions 
may be found that also lead to upper bounds from which asymptotic stability results 
can be obtained . Our goal in the next example is to demonstrate this by inserting a 
suitably chosen fu nction in a polynomial bounding the derivative V' of a Liapunov 
functional V a nd then integrating V' and using Jensen 's inequality to obtain an upper 
bound on \/ ilself. 
Example 4.1. Consider the scalar equat ion 

x' = - a(t)x + b(t)x(t - l ) - x3 (4. l ) 

where a. b: R -t R are continuous, b vanishes at no more than a countably infinite 
number of points in every bounded iuterval, and 

2a(t) 2: lb(t) I + lb(t + 1)1- (4.2) 

lf the function 

B (t) '= ({, b2 (s + 1)ds ) - ' 

sat isfies t he condition 

LB(t,) = 00 (4.3) 

for every uondecreasing sequcnce {t;}~1 too satisfying t1+1 - t, ~ 2, then every 
solution of (4.1) tends to zero as t -t oo. 
Proof. Using the Liapunov functional 

V (t,x.) = x2 + J' lb(s + l)lx' (s)ds, ,_, 
the derivati"e of V along a solution of (4.1) is 

(4.4) 

V'(<,x,) $ -2a(t )x'(t ) + lb(t )lx '(t) + lb(t)lx' (t - 1) + lb(t + l )l•'(t) - Jb(t)lx'(t - l ) - 2x'(t) 

or 
V'(t ,x.) $ -2x'(t ) $ -(x2 (t))'. (4.5) 
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lntegration oí (4.5) will yield x4 (t) integrable. However, t his aJone does noL guar
antce that :z:(t) will go to zero since Marachkoff's condition that the right-hand side 
of (4.1) be bounded for x 1 bounded is no longer one of the hypotheses. In fact , the 
divcrgent series condition (4.3) allows b(t) to grow (e.g., see (4 .13)) while there is no 
upper bound restriction at ali on a(t). 

At this point, obtaining asymptotic stability by integrating V' seems futi le-and 
yet, one oí t he strategies in Liapunov's direct method is t.o use the upper bound on 
V found by integrating V' , along with V itself, to show that a zero solution exhibits 
somc kind of stability. Basically the root of the problem is that the integrancl in t.he 
Liapunov funct ional (4.4) contains the function b whereas the integral of (4.5) <loes 
not. In other words, we need an upper bound 0 11 \f t hat includes 

f~, lb(s + l }lx'(s)ds. 

Nevertheless, there is a way of obtaining such an upper bound by essentia \Jy inserting 
b into the right-hand side of {4.5) befare integrating. 

First , define t.he function 

and rewrite (4.5) as 

b(t) := { b(!), 
1, 

if b(t) #o 
if b(t) =o 

V' (t ,x,) <;-b'(t+ 1)(~)'. 
lb(I + 1)1 

(4.6) 

Now integrate bmh sides from t - 1 to t and then use Jensen 's inequality. In 
the statem ent oí Jensen's inequality given in Section 3, set p(t) = b2(t + 1) and 
f (t) = z2 (t)/ lb(t + I )I. Since f , p, and f · pare continuous a .e. on (t - 1, t], t.hey are 
measurable íunctions. Moreover, as the latter two are a.Jso bounded on the interval, 
thcy a.re a1so Riemann integrable. Let.ting lf>(u) = u2, we apply Jensen 's incquaJity to 
the mtegral oí the first. term of the right-hand side oí {4.6). Note that the rcsu\ting 
integra.Js do not change thcir values ií b(s + !)is substituted for b(s + l ), sincc t hcy 
are equal except for a t. most countably many s E [t - 1, tJ. With this substitut.ion and 
letting \ ' {t) := \l (t,x1), wc obtain 

V(t) - lf(t - 1) <; -B(t) (f, lb(s + l )lx'(s)ds)'. (4 .7) 

With the a.id oí (4.7) , we can now show that an arbitrary solution t.cnds to zcro 
a..s t - :x: Imagine that wc have a solution x(t) on an inlen•al, say [O, oo). Sincc lhc 
Lia.puno\ functional along x(t ) is given by (VI), we ha\'e 

x'(t ) ~ V(t) 
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and so i t suffices to show that V (t ) -+ O as t --+ co. By way of contradiction, if V(t) 
does not. tend to zero, t hen as V 1 :S O, tbere is a positive constant e with 

V(t) = x2 + f' lb(s + l )lx 2 (s)ds ~ c. ,_, (4.8) 

Consider t he decreases in V over the successive intervals [i - 1, i] for i = 2, 3, 4, ... lf 
t here is nota point t ; E [i - 1,i] with x (t ;) :S c/2, t hen by (4.5) we have 

V(i) - V (i - 1) < - e' / 4; 

but if there is such a point , then from (4.8) we have 

l~, lb(s + l )lx' (s )ds ~ c/2. 

(4.9) 

(410) 

In the lat ter case, it follows that V (t;) - V(t¡ - 1) '.S - B(t1)c2 / 4, ar as i - 2 S t ; - l < 
t; :$i, 

V(i) - V (i - 2) '.S - B (t , )c2 /4. (4. 11) 

We first note t hat ( 4.9) can hold far at most a fin ite number of values of i. To be 
definite, for a fixed solution , there is an integer N so t hat (4.9) fails for ali i ~ N 
and so (4.11) holds from that point on. T he terms of the sequence {t;}~N satisfy 
l;+ 1 - t; :::; 2 and approach oo since t; E ji - 1, i]. As a result , by (4.3) t.he smn 
from i = N to oo of t he right-hand side of (4.11) is - oo. Tbis forces V (t) -t - oo, a 
cont radict ion. This concludes t he proof. • 

Consider the sentence after (3.9) with the new and more general equation. You 
can get a hint about solving it by examining ( 4.6) above. 

We would like t0 find a simple suffi.cient condition for ( 4.3) to hold . One that. 
comes to mind is for B(t) 2 I / [k(t + I )J or 

f' b2 (s + l )ds '.S k(t + 1) 
•-1 

(4.12) 

for t 2 M, where M 2'.: O and k > O are constants. Then, for a nondecrea.sing sequence 
{t;}{:0 j oo with to E [n, n + I], n a nonnegat ive integer, and l;+t - t; :::; 2, we have 

B (t ) > _ _ l _ > 1 
' - k (t¡ + 1) - k(n + 2(i + 1)) 

for t ; 2 M. By the integral t est , 

00 1 

~ k(n + 2(i + 1)) = 00• 

from whkh condit.ion ( 4.3) follows. lt is also worth noting that the condition 

lb(t + 1)1 S c(t + l) '''· (4.1 3) 
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for t ~ M and a constant e > O, implies (4.12) and hence (4.3) , sincc t + 1/2 = 
J.' 1(•+ l )ds. 

ln view of existing literaturc, is t his a good condition? lt is, indeed. Burton and 
Makay l5J use very sophisticated methods to find condit ions for asymptotic stability. 
One oí them is that n(t) + !b(t)\ ~ c(t + l ) ln(t + 2) for sorne constant e> O. Con
sequent ly, if b(t) = c ln(t + 2), then t his condition requires Lhat a(t) ~ ct ln(t + 2). 
However, note that b(t) = c ln(t + 2) easily satisfies condition (4.13) and a li tha t 
is required for ali solutions lo approach zero as t --+ is that (4.2) hold , namcly, 
2a(t) ~ lb(t)I + lb(t + 1)1. 

Whenever we write specific functions in an equat.ion instead of working with gen
eral íunctions, results are almost always greatly improved. To understand what is 
happening in such problems we propase t he following exercises: 

l. Rework Example 4.1, obtaining a counterpart for (4.13) when (4. 1) is replaced 
by 

x'; - a(t)x + b(t)x(t - ! ) - x' 
Assume that you have somc general equation and have constructed a Liapunov 

íunctional yielding t he pair 

and 
V' (t , x, ) $ - W,(lxl). 

Follow the work in Example 4.1 to obtain an a.symptotic stability result based on t his 
pair. 

5 Asymptotic Stability through Divergent Series 

The a,,.,ymplotic stability result for (4.1) invites us to look for similar result s for 

x' ; - a(t)x + b(t)x(t - ! ) - c(t)x'•+t 

when n > 1 and t he function e is different from c(t) ;; 1 and not constant. Snch 
a funclion will now appear explicitly in the upper bound on the derivative oí the 
Liapunov functional (4.4). This then brings up questions regarding t he use or Jensen's 
inequality, how this changes the divergent series condition (4.3) , and whether other 
condilions are needed . Rathcr than answering these questions directly1 we invite t he 
reader to investigat.e them at this point . The infonnation gleaned from doing t his 
lead.5 to e\•en more general results, such as the next lheorem. 

Theore.m 5.1 Let 
x'(t); F(t,x,), F (t, O); O (5. 1) 
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be a funct1onal d1f/erential equation with finite delay r > O, where F : R x CA -+ /?" is 
contmuous and takes closed bounded sets into bounded sets. Suppose a d1fferenltabfe 
funct1onal \1 and wedges W ; exist that satis/y 

IV1 (ix(t)I) $ V (t , x,) $ W2 (1x( t) I) + W, (L, j,\(s)IW.(jx(s)l)ds) (5.2) 

and 
(5.3) 

on R x CA, where ,\, 11 : R -+ R (lrf contmuou.s fun ct1ons w1th '1 nonnegative. hi 
add1tion, suppose that a sequence {t¡}~ 1 unth t1+1 - t., ~ 2r anda constant a> O 
exut so that 

(5.4) 

and that on each o/ the intervals !t ; - 2r, t,J, '1 ts nowhere zero whereas ,\ rs nomero 
!/, for every sequence { r;}~ 1 with r, E ¡t, - r, f.,]1 the sen es w1th tenns 

(¡ ,, ,l'(t) )-1 
B(r, ) := -() dt 

r,-r 11 t 
(5.5) 

d1L•erges to oo, 1.e., 
~ 

LB(r,) =oo, (5.6) 
i = l 

then the :ero solut.1on o/ (5. 1} is asymptotically stable. Moreover, t/ CA :; e, the uro 
solution is globally asymptotically stable. 

Proof. For a given to E R, define thc wedge W by 

W (u) := W2 (u) + w, (w.(u) 1.:~. l,\(s)lds ) . (5.7) 

For e E {O, A), where O < A S oo, fi nd a ó > O so that W(ó) < W 1 (e). For an initial 
íunction ~E C6, Jet x(t ) := x(t ,to,</>) be a solution of (5.1). For t ~ t0, it follows 
from (5.2) and (5.3) that 

W1 (ix(t) i) $ V(t ,x.) $ V(t0,~) < W (ó) < W1 (c) 

a.nd so lx(t)I < e whencver t ~ t0 . T hus, x(t) is defined on jt0 , oo) and the zero 
solution is stable. 

Next, we prove that x(t) tends to t he zero solution as t -+ Since 
l '(t) ;: l '(t,.r,) ~ W1(lx(t) I), we can prove this by arguing t hat \/(t) -+ O. 1( 
this were not the case, then as V'(t) ::; O, 

V(t) ~ µ for t ~ t0 (5.8) 
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for some constant µ > O. Selecta term t 11 from {t;}~1 so that t,, ;:::: t0 + 2r. On each 
interval (t, - r, t;J with i ;:::: n, eillher 

J. W2 (Jx(t)I) > µ./2, º' 
2. W,(Jx(T; )J) ~ µ/2 fo, sorne T; E [t, - c,t,J. 
!u the first case, for ali t in that interval we have W.¡{!:z:(t)I) > W4 (W2- 1 (µ /2)) =: ~~ . 

Consequently, from (5.3) and (5.4), it follows that 

!" V(t , ) - V(t; - e) < - k' o(t )dt ~ - ak' . 
f,-r 

(5.9) 

As for the second case, (5.2) implies that 

{~, l,\(s) IW.,(lx(s)J)ds 2'. w,-'(µ/ 2) =' K . (5.JO) 

Define t he funct.ion ,\ by 5..(t) = 1 if >.(t) = O; otherwise, 5. (t.) >.(t ). For 
t E [t, -2r,1,J, we can rewrit.e (5.3) as 

V'(t) < - .Í'(t) (~w (l•(<)I))' 
- o(<) J,\(t)J ' 

since 11(t} #O. lnt.egrating from r, - r to r,, we obtain 

V(T,) - V(T; - ,.¡ ~ - - -'!--w, (lx(t)I) dt. ¡" .Í' (t) ( (t) ) ' 
,,_, o(t) J,\(t )I 

(5.11 ) 

Now apply Jensen's inequality with 4>-(t) = t2 , p(t ) = 5..2 (t)/71(t), and 

/(t) = 1~::~ 1 W~([x(t)I). Since >.. = ). a .e., we replace 5. with ). in t he resulting in· 

tegrals to obtain 

V(r;)- V(T; - e) ~ - B(r;) ({~, J,\(t)JW,(Jx(t)l)dt) 
2

. 

Since t, - 2r S T¡ - r < T¡ S l;, from V'(t) S O and (5.10) it follows that 

V(t;) - V(t; - 2c) ~ - B (r,)1<2 . (5.12) 

For i;:::: n, either (5.9) or {5.12) holds at each t;. However, as V is always decreasing, 
(5.9) can hold at only fini hely many of these t, since V is nonnegat ive. Consequcntly, 
(5. 12) must hold at the remaining t,. Summing both sides of (5. 12) over t hcse in fi nitely 
many t, and using {5.G), wc conduele that. V(t) -t - oo as t -t oc¡ but t.his contradicts 
(5. ). Rence, V(t.) -t O as t -~ oo and so lx(t)I -t O. In fact. , since this argumen1, 
depends only on a solution x(t , t.0 , ¡/J) exist.ing on the elllire interval [t.0 , oo). we lmve 
proved that e'•ery bounded solution approaches the zero solut.ion as t ~ oo. 

To sum up, t.he zero solution is a.sympt.otically stable since for cach lo E R. all(\ 
E E (0, A). t.here is a Ó > 0 such that ¡/J E Cd implies that ]:c(I, lo, 1')/ < E for t ?: lo 
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and lx(t, t0 , t/>)I -+ O as t -+ oo. Finally, for t he case A = oo, every solution x (t , t0 , t/>), 
for any fjJ E C, is bounded since lx(t)I < W1-

1 {W (llt/>ll) for aU t ~ to. Consequently, 
every solut ion approaches t he zero solut ion as t -+ oo. T his concludes t he proof. • 

C orollary 5.1 Suppose that a differentiable fun ctiona/ \/ and wedges W; exist fo r 
(5.1) satisfying ( 5.2) and (5.3) on R x CA , where >., r¡ : R --+ R are continuous 
functlon.s and 17(t);::: IA(t)j. Furthermore, suppose that a sequence {t,}~1 with t ,+1 -

t , ~ 2r and a constant cr > O exist so that (5 . .f) holds and 

!~, ry(t)dt >o (5.13) 

for ali TE lt, - r, t;] . If, f or every sequence {r;}~1 with T, E [t; - r, t.;] , llie sen es 
w1th terms 

(5. 14) 

diverges to , then the zero solution o/ (5.1} is AS and g/obafly aJymptotically stable 

•[CA= C. 
P rno f. Since l,\(t.)1 ~ ry(t) , it follows from (5.2) t bat 

W,(lx(t)I) ~ V (t, x, ) ~ W2(1x (t)I) + W, ( { , ry(s) W, (lx(s)l)ds) . (5.15) 

Since the same function, namely 1J, now appears in both right·hand sides of (5.3) 
and (5.15), we can integra te the upper bound on V' direct ly witbout first having to 
insert a funct ion as is done in the proof of T heorem 5. 1. Wit.h cond ition (5.13), a li of 
t he criteria of Jensen's inequality are met. T he result of integrat ing (5.3) and using 
Jeusen's inequalit.y is 

V(r; ) - V(r; - r ) ~ -B(r;)({~, ry(t)W, (lx (t)l)dt) " 

where (5.14) replaces t he B (r ;) of (5.5). Asirle from these relatively mina r changes, 
the rest of t he proof is exact ly the same as that of T heorem 5. 1. • 

Corollary 5.2 Suppose o differentiable functionaf V and wedges W; exist for (5. 1) 
that satis/y (5.2) and 

V¡'u¡(t , x,) ~ - ry(t)W, (lx(t)I) (5. 16) 

on R x C,1., whcre >., r¡ : R ~ R are conh nuous function.s and 17(t) ~ O. Also, suppose 
that a sequen ce {t ;}~ 1 with l;+1 - t ¡ ;::: 2r exists, along with a constant a > O, so that 

(5. 17) 

and that there is a constant L > O, such that for euery J"equence {T, }~ 1 wrth 
r, E ¡1, - r, t,J, 

Ll,\(t) I $ ry(t) (5. 18) 
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/or t E [T, - r, T,]. Then the zero solullon o/ (5.1) u AS, or 9lobally asymptot1ca/ly 
stable 1/ CA= C. 

Proof. The proor is identical to that of Theorem 5.1 up lhrough (5. 10), exccpt that 
(5.9) must be slightly altered to 

V(t, ) - V(t , - ') < -ok (5. 19) 

on account. of the different upper bound on V'. The integral of (5.16} along a solul.ion 
from .,., - r to T, together with (5.10) a.nd (5. 18) yields 

Accordingly, the inequality 

V (t;) - V(t; - 2,) $ -LK (5.20) 

replaces (5.12). T hus, elt.her (5. 19) or (5.20) holds al each t,. Asidc from not having 
to deal with a divergent series, the rcst of t he proof is the same a.s beforc. • 

Exercise. Considcr again Theorem 3.l. Can we obtain UAS when \/' S 
-c(t)IV.{IV3 (lx(t)I)) fo, c(t) ~ O and 

1, . 
c(s )ds ~o> O? ,_, 

6 Examples 

Example 6.1 . Consider the scalar equation 

x' = - a(t)x + b(t)x(t - r) - c(t)x'"+I, (6.1) 

where n is a posith•e integer and a, b, e : R -t R are continuous. Let e be nonnega.tive 
and 

2a(t) ~ lb(t )I + lb(t +,)l. (6.2) 

Suppose that a sequence {t;}~ 1 with t¡+l - t¡ ~ 2r exists such t hat >i(t) := b(t + r) 
and 11(t) := c{t) satisfy a ll of the conditions associated witb {5.4} and (5.5) in Theorem 
5. l. F'urthermore, for n > J suppose that a constant p > O exists such t hat 

(6.J) 

for t E R Thcn the zcro solut ion of (6.1) is globally asymptotically stable. 
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Proof. T he derivat.ive of t.he Liapunov functional 

V(t , x,) = x2 (t) + /,~" Jb(s + c) Jx2 (s)ds , (6.4) 

along a solution of (6.1) is 

V '(t,x,) $ - 2c(t)x2"+2 (t) $ -c(t)(Jx(t)J"+I)'. (6.5) 

Thus, (5.3) holds with W1 (u) = u"+'. We can use Jensen's inequality to find a 
wedge W3 to show that (5.2) also holds. Take p(t) = Jb(t + l )J and /(t) = Jx(t)l"+I. 
Define <l>(t) = t:-h so t ha t. <l>(J(t)) = x 2 (t). Note, however , t ha t as <1>1 is decrcasing 
when n > l , <l> is concave downward; that is, - 4> is convex downward on [O,oo). 
Consequently, use of t.his particular <li reverses t he inequality with the result t hat 

L Jb(s + c)Jx2 (s)ds $ (L Jb( s + c) lds) $ (L Jb(s + c)IW, (lx(s)J)ds) oh 

(6.6) 
This inequality trivially holds for n = l. T his, together with (6.3), shows t.hat (5.2) 

holds for n ~ 1 with W3(u) = ,Bfüu;;-h a nd W¡(u) = W;~(u) = u2 . Thus, ali of tite 
conditions in Theorem 5.1 are sat isfied . • 

R emark. When n = l , it follows from (6.6) that the integral cond it ion (6.3) is 
act.ua1ly unnecessary; in t his case, W3(u) = u . Wedges of t.be t.ype W(u) = u"' are 
convex downward for 1 ~ m < oo but concave downward for O < m ~ l. So, W3 act s 
as a boundary between the two types. 
Example 6.2. The zero solution of 

x' = -(12 + 3)x(t) + 2(t - l )(s;n t)x(t - 1) - t2 s;n2 (t + l )x3 (t) (6.7) 

is globally asymptot.ica\ly stable. 
Prnof. Referring to Examplc 6.1 , we have lb(t)I + lb(t + l)J $ 2lt - 11 +2JtJ. Thus, 

~(t) '= 2 - Jb(t) J - Jb(t + 1)1 ::>: 2(t3 + 3) - 2(Jt - tJ + Jt J) ::>: 2. 

Leu.ing a= 2, t he integral inequality (5.4) holds for any sequence {t,};=.i · By defining 
t, = (21- lH, the condition that c(t) '!- O on the intervals !t, -2, t,] is satisfiecl . Since 
b'l(t + 1) = 4c{t), it follows that 

(J e, b2(t + 1) )-> 1 
B(r;) '= e;-> ~dt = ;¡ 

far any r, E jt, - l , t;] . Consequently, (5.6) holds. Since n = 1, condit ion (6.3) is 
unnecessary, which concludes t he proof. • 

Solutions of (6. 7) corrcsponding to thrce initial íunctions on 1- l , O] wcre graphed 
below with the numerical solver Di/Equ, written by Makay jl2J. 
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'' 

We now give an examplc of coefficients far (6.1 ) t hal are unbounded but vanish 
0 11 a sequence of infinitely mauy intcrvals. 
Example 6.3. Let. H be a square wave funct.ion defined by 

fl(t) = 2:)- t )i+'u(t - 0.5;), 

whcrc u(t - T ) is t he unit step function defi ned by u(t - T ) = O i í t ::; T , u (t - T ) = 1 
if t > T . The zero solution of 

x' = -(111+11 + 11) 1 sin 2~1.IH(t)x (t)-2t sin(2rrt)J/ (t - l )x(t - l )-2it + l lx3 (1.) (6.8) 

is globally asympt.otically st ab!e. 
Proof. Let a,b, and e denote the coefficients as in (6. I ) where n = l. We show 
that t he condit ions in Corollary 5.1 are satisfied using the Liapunov funct,irmal (6.4) 
with r = l. learly, (5.2) holds wit.h ,\ (t) := b(t + 1), W, (u) = u2 far i = ., .l, 4, and 
W3 (u) = u. Since the period of both f1 and sin 2;rt is 1, 

lb(l) I + lb(t + l )I = 2ltl l sin 2rrt1H (t - l) + 21< + Ill sin 2't lH (t) 
S 2(1<1 + 1< + l l) l sin 2~t1Jl (l) = 2a(I.). 

Hencc, il follows (cf. (6.2) ancl (6.5)) •hal (5.3) holds wilh ry(I) '= c(t ) = 2lt + JI. 
T he condition that 11(t) ~ IA(t)I is met since j>.(t)I = lb(t + 1)1 ::; 2lt + lj. Now defi ne 
t he sequence { l,}~ 1 by lellt ing l ¡ = 2i. From 

!' ry(l)dl = f' 2(l + l )dt = 2T + l 
r - 1 r - 1 
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for T ~ t1 - I = 1, it follows that (5.13) and (5.4) wit h o = 5 hold. Finally, the 
divergent series condition is satisfied a.s 

( r )_, 1 1 
B(r;) = }"_' ry(t)dt = 2r; + 1 ~ 4{i + 1) 

and so E: 1 B (r,) = oo. • 
A prototypic example demonstrating Liapunov theory applied to delay differential 

equations is the scalar linear equation with constant coefficients 

x' = - ax(t) + bx(t - r) , whe<e a > lbl > O. (6.9) 

The d assical Liapunov functionals in this paper can be used to show that its zero 
solution is uniformly asymptoticaily stable (d. Surtan [4; p. 252] or Driver [6; p. 
368]). As a matter of fact , t his result follows from Example 3.1. Moreover, Driver 
(d. p. 244) uses a classical Liapunov funcional to show that every solution of (6.9) is 
bounded and then uses t his in an ad hoc argument to preve that every solution in fact 
tends to zero exponentially as t ~ oo. T he next. example, a consequence of Corollnry 
5.2, can also be used to prove that every solution tends to zero. Even though it does 
not show that t.he rate of decay is exponential, it does give asymptotic stability results 
for certain linear delay equations wit.h variable coefficients. 
Exarnple 6.4. Let a, b' R-> R be continuous. U foc ry(t) '= 2a(t) - lb(t)l- lb(t +r)I, 
positi,,e constants o a nd L ex.ist such that 

(6.10) 

and 

Llb(t+r)I $ry(t) (6.11) 

for t ~ ti. for sorne t1 E R, then the zero solution of 

x' = -a(t)x + b(t)x(t - r) (6.12) 

is globally asymptotically sta.ble. 
Proof. Using the Liapunov functional (6.4), condition (5.2) holds with W,(u) = u2 

(> = 1, 2, 4), IV, (u) = u , and ,\(t) = lb(t + r)I. Conditian {5. 16) holdssince 

1'(', .,1(t , x.) $ -(a(t) - lb(t)l- lb(t + r)i)x2 (t) = - o(t)W.(lx(t)I) , 

whe<e o(t) = 2a(I) - lb(t)I - lb(t + r)I. Since (6.10) and (6.11) hold foc a li t ~ t ., t he 
sequential conditions in Corolla.ry 5.2 a.re met , completing the proof. • 

Example 6.5. The ¡r,ero solution of (6.9) is globally asymptotically stable. 
Proof. This follows directly from Exa.mple 6.4. Since 11(t) =: 2(a - lbl), (6. 10) and 
(6. 11) hold with o= 2(a - lbl)r and L = (a - lbi)/ lbl, cespectively. • 
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Exnmple 6.6. 1'he zero solution of 

x' = -(sin 211"1 + kl sin 27rtl)z(t ) +(sin 211"t + 1sin2l'fll}x(t - 1) (6.11) 

is globally asymptot.ically stable if k > l . 
Proof. Refm;ng aga;n lo Example 6.4, q(t) = 2a(t) - lb(t) I - lb(t + r)I = 2(k -
l}lsin 21ftl a nd 

/.' J.' J.''' 4 q(•)ds=2(k- l ) ¡s;n 2nslds=4(k - l) s;nhsds= - (k - 1). 
1-1 1- 1 o 11" 

T hus, for k > 1, (6. IO) and (6. 11 ) a re satisfied with o= i'Ck - 1) and L = k - 1, 
respect ively. • 

Recei ved: July 2002. Revised : "ar c h 2003. 
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