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With the development of economic globalization and 
modern information and communication technology, 
the situation of communication fraud is becoming 
more and more serious. How to identify fraudulent 
calls accurately and effectively has become an urgent 
task in current telecommunications operations. Affect-
ed by the sample set and the current state of the art, 
the current machine learning methods used to iden-
tify the imbalanced distribution dataset of positive 
and negative samples have low recognition accura-
cy. Therefore, in this paper, we propose a new hybrid 
model solution that uses feature construction, feature 
selection and imbalanced classes handling. A stack-
ing model fusion algorithm composed of a two-layer 
stacking framework with several state-of-the-art ma-
chine learning classifiers is adopted. The results show 
that the risk user identification model based on mobile 
network communication behavior established by our 
stacking model fusion algorithm can accurately pre-
dict the category labels of telecom users and improve 
the risk of telecom users. The generalization perfor-
mance of the identification is high, which provides a 
certain reference for the telecommunications industry 
to identify risk users based on mobile network com-
munication behaviors.

ACM CCS (2012) Classification: Security and priva-
cy  → Intrusion/anomaly detection and malware mit-
igation → Social engineering attacks → Spoofing 
attacks

Keywords: telecom fraud detection, model fusion, user 
behavior analysis, abnormal behavior prediction

1. Introduction

Two problems are often encountered in analyz-
ing high-dimensional data, one of which is the 
Euclidean distance problem. Euclidean distance 
is the most widely used distance in machine 
learning, which can be used to measure the 
closeness and similarity between sample points, 
and is applicable to the low-dimensional space 
of 2~10 dimensions. In high-dimensional spac-
es, data sparsity can lead to the failure of a large 
number of traditional statistical methods, which 
is due to the distance between sample points 
tending to be approximately equal as the num-
ber of spatial dimensions increases, and thus the 
comparability of the distance measure loses its 
usefulness. The other is the dimensional infla-
tion problem, commonly known as the ''dimen-
sional disaster'', which is the biggest problem in 
the process of high-dimensional data analysis. 
As the number of dimensions increases, the 
amount of data computation increases rapidly, 
and the number of samples required grows ex-
ponentially, rapidly increasing complexity and 
cost of analyzing and processing multidimen-
sional data. Therefore, dimensionality reduction 
of high-dimensional data is a key step in the pro-
cess of high-dimensional data analysis, which 
can not only solve the dilemma that many tra-
ditional statistical methods cannot be applied to 
high-dimensional data, but also avoid the anal-
ysis difficulties brought by the characteristics of 
high-dimensional data itself.
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this period, which is of no practical significance 
to the research problem, so these 801 missing 
records were deleted.

Table 1. Raw data information.

Data Sheet Number of  
records

Number of  
invalid records

User Risk Label 5609 0

User call log data 1150778 0

User SMS log data 302976 0

User website/APP 
access log data 4808343 801

Next, we introduce the original features of the 
risky user identification dataset, as shown in Ta-
ble 2. Since the data of the risky user identifi-
cation dataset comes from the original detailed 
list based on mobile network communication 
behavior, it is not suitable for the classification 
task of identifying risky users directly. Specifi-
cally, it requires feature construction of the de-
tailed behavior data, which is combined with 
expertise in the communication industry to form 
the structured matrix required for general ma-
chine learning algorithm input before being fed 
into the model for classification and prediction.

45 desensitization data of 5,609 users' daily 
voice call records, SMS sending and receiving 
records, website and app access records and 
other mobile network usage behaviors during 
2 consecutive natural days. The purpose of this 
paper is to identify risk users based on the mo-
bile communication network usage behaviors 
of these users. The original data is user behav-
ior, which contains a lot of useful information, 
and feature construction is needed to effectively 
mine the unique attributes hidden in the anal-
ysis data. The content of the data set is shown 
in Table 1. There are a total of 5609 users, of 
which 4500 are normal users, but there are only 
1109 risk users. From Figure 1, we can see the 
approximate ratio of the two, and the risk users 
only account for a small part. Figure 1 visually 
demonstrates the highly imbalanced problem of 
risky user identification datasets. Although the 
sample size of this data set is not very large, the 
behavior data of these users based on mobile 
communication network calls, SMS, website 
and APP access are far larger than the sample 
size, and some of them are included in the user 
website/APP access record data table. The exis-
tence of null values or NULLs in a column fully 
reflects the complexity and irregularity of data 
information in real life. A null value or NULL 
means that the user did not have corresponding 
calls, text messages or Internet access during 

There are two general methods for data dimen-
sionality reduction: one is feature transforma-
tion, also known as feature extraction, which 
is the projection of high-dimensional data into 
a low-dimensional data space, i.e., the original 
features of the data are transformed in a certain 
way to obtain new unrelated integrated features. 
The other is feature selection, also known as at-
tribute selection [1], which is the use of certain 
evaluation criteria to screen the data features 
without changing the nature of the feature space 
and finally determine an effective feature subset 
with strong judgment. Although data dimension-
ality reduction can reduce the time complexity 
of data processing and facilitate the discovery 
of structural information of data, it also implies 
the loss of information. Considering that the ac-
tual data itself is often redundant, it is possible 
to extract features of interest or provide effec-
tive information for the research problem from 
a higher dimensional space through the process 
of dimensionality reduction, while retaining 
the maximum effective information of the data 
(minimizing information loss).
Commonly used algorithms for risk identifica-
tion include logistic regression, random forest, 
and support vector machine. Although logistic 
regression has the advantages of a simple model 
and high accuracy, it may underfit when deal-
ing with a dataset with a large number of fea-
tures, like telecommunication subscribers, and 
is sensitive to multicollinearity of features [2]. 
For a typical unbalanced dataset like telecom 
subscriber data, random forest can balance the 
error, but the algorithm is not well interpreted. 
Although the decision performance of each de-
cision tree in random forest is different, the de-
cision weights given to each tree are the same, 
which can weaken the accuracy of the model to 
some extent [2]. The use of a single algorithm 
is prone to poor model identification perfor-
mance due to the randomness of the samples; 
however, model fusion works well for prob-
lems such as user credit identification, risk pre-
diction, and power equipment fault diagnosis 
[3-6]. Therefore, in this paper, we applied the 
model fusion approach to risky user identifica-
tion based on mobile network communication 
behavior and propose a Stacking model fusion 
mobile network risky user identification model 
based on feature selection and hybrid sampling 
to fully combine the advantages of various algo-

rithms and complement each other's strengths to 
achieve an overall model performance improve-
ment using model fusion.
In the research of communication behavior re-
cords, we first extract communication behavior 
features, and then perform feature normaliza-
tion, feature selection and hybrid sampling to 
address the problems of high-dimensional and 
complicated user behavior features and skewed 
samples: a mutual information-based automatic 
selection of relevant features is used to remove 
irrelevant features, and then the Support Vector 
Machine-Recursive Feature Elimination (SVM-
RFE) feature selection algorithm is combined to 
remove redundant features and reasonably se-
lect the optimal feature subset that is more suit-
able for classification detection. Next, the data 
set is mixed-sampled to achieve a balanced dis-
tribution of data samples, and finally, a Stacking 
strategy is used to fuse multiple base classifiers 
to identify risky users based on mobile network 
communication behavior, which achieves accu-
rate data classification.

2. Data Introduction and Feature 
Construction

This section introduces the source and content 
of the data and explains the original features. 
Since the dataset is the original detailed list of 
telecom users' communication behaviors such 
as calls, Short Message Service (SMS), website 
and app access, which cannot be directly input 
into the classification model for analysis, fea-
ture construction is needed first to realize the 
extraction of telecom users' behavioral features, 
and a regular high-dimensional imbalanced 
dataset is constructed, followed by feature nor-
malization. Feature normalization is performed 
after constructing a regular high-dimensional 
imbalanced dataset.

2.1. Data Source and Introduction

The dataset used in this article comes from the 
DATA algorithm competition in the author's 
company. The content of the competition is the 
data of ''Identification of Suspected Telecom 
Fraud Users Based on Mobile Network Commu-
nication Behavior'', which is provided by China 
Unicom Big Data Co., Ltd. The data set includes Figure 1. Bar chart of user label distribution.
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this period, which is of no practical significance 
to the research problem, so these 801 missing 
records were deleted.

Table 1. Raw data information.

Data Sheet Number of  
records

Number of  
invalid records
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User call log data 1150778 0

User SMS log data 302976 0

User website/APP 
access log data 4808343 801

Next, we introduce the original features of the 
risky user identification dataset, as shown in Ta-
ble 2. Since the data of the risky user identifi-
cation dataset comes from the original detailed 
list based on mobile network communication 
behavior, it is not suitable for the classification 
task of identifying risky users directly. Specifi-
cally, it requires feature construction of the de-
tailed behavior data, which is combined with 
expertise in the communication industry to form 
the structured matrix required for general ma-
chine learning algorithm input before being fed 
into the model for classification and prediction.

45 desensitization data of 5,609 users' daily 
voice call records, SMS sending and receiving 
records, website and app access records and 
other mobile network usage behaviors during 
2 consecutive natural days. The purpose of this 
paper is to identify risk users based on the mo-
bile communication network usage behaviors 
of these users. The original data is user behav-
ior, which contains a lot of useful information, 
and feature construction is needed to effectively 
mine the unique attributes hidden in the anal-
ysis data. The content of the data set is shown 
in Table 1. There are a total of 5609 users, of 
which 4500 are normal users, but there are only 
1109 risk users. From Figure 1, we can see the 
approximate ratio of the two, and the risk users 
only account for a small part. Figure 1 visually 
demonstrates the highly imbalanced problem of 
risky user identification datasets. Although the 
sample size of this data set is not very large, the 
behavior data of these users based on mobile 
communication network calls, SMS, website 
and APP access are far larger than the sample 
size, and some of them are included in the user 
website/APP access record data table. The exis-
tence of null values or NULLs in a column fully 
reflects the complexity and irregularity of data 
information in real life. A null value or NULL 
means that the user did not have corresponding 
calls, text messages or Internet access during 

There are two general methods for data dimen-
sionality reduction: one is feature transforma-
tion, also known as feature extraction, which 
is the projection of high-dimensional data into 
a low-dimensional data space, i.e., the original 
features of the data are transformed in a certain 
way to obtain new unrelated integrated features. 
The other is feature selection, also known as at-
tribute selection [1], which is the use of certain 
evaluation criteria to screen the data features 
without changing the nature of the feature space 
and finally determine an effective feature subset 
with strong judgment. Although data dimension-
ality reduction can reduce the time complexity 
of data processing and facilitate the discovery 
of structural information of data, it also implies 
the loss of information. Considering that the ac-
tual data itself is often redundant, it is possible 
to extract features of interest or provide effec-
tive information for the research problem from 
a higher dimensional space through the process 
of dimensionality reduction, while retaining 
the maximum effective information of the data 
(minimizing information loss).
Commonly used algorithms for risk identifica-
tion include logistic regression, random forest, 
and support vector machine. Although logistic 
regression has the advantages of a simple model 
and high accuracy, it may underfit when deal-
ing with a dataset with a large number of fea-
tures, like telecommunication subscribers, and 
is sensitive to multicollinearity of features [2]. 
For a typical unbalanced dataset like telecom 
subscriber data, random forest can balance the 
error, but the algorithm is not well interpreted. 
Although the decision performance of each de-
cision tree in random forest is different, the de-
cision weights given to each tree are the same, 
which can weaken the accuracy of the model to 
some extent [2]. The use of a single algorithm 
is prone to poor model identification perfor-
mance due to the randomness of the samples; 
however, model fusion works well for prob-
lems such as user credit identification, risk pre-
diction, and power equipment fault diagnosis 
[3-6]. Therefore, in this paper, we applied the 
model fusion approach to risky user identifica-
tion based on mobile network communication 
behavior and propose a Stacking model fusion 
mobile network risky user identification model 
based on feature selection and hybrid sampling 
to fully combine the advantages of various algo-

rithms and complement each other's strengths to 
achieve an overall model performance improve-
ment using model fusion.
In the research of communication behavior re-
cords, we first extract communication behavior 
features, and then perform feature normaliza-
tion, feature selection and hybrid sampling to 
address the problems of high-dimensional and 
complicated user behavior features and skewed 
samples: a mutual information-based automatic 
selection of relevant features is used to remove 
irrelevant features, and then the Support Vector 
Machine-Recursive Feature Elimination (SVM-
RFE) feature selection algorithm is combined to 
remove redundant features and reasonably se-
lect the optimal feature subset that is more suit-
able for classification detection. Next, the data 
set is mixed-sampled to achieve a balanced dis-
tribution of data samples, and finally, a Stacking 
strategy is used to fuse multiple base classifiers 
to identify risky users based on mobile network 
communication behavior, which achieves accu-
rate data classification.

2. Data Introduction and Feature 
Construction

This section introduces the source and content 
of the data and explains the original features. 
Since the dataset is the original detailed list of 
telecom users' communication behaviors such 
as calls, Short Message Service (SMS), website 
and app access, which cannot be directly input 
into the classification model for analysis, fea-
ture construction is needed first to realize the 
extraction of telecom users' behavioral features, 
and a regular high-dimensional imbalanced 
dataset is constructed, followed by feature nor-
malization. Feature normalization is performed 
after constructing a regular high-dimensional 
imbalanced dataset.

2.1. Data Source and Introduction

The dataset used in this article comes from the 
DATA algorithm competition in the author's 
company. The content of the competition is the 
data of ''Identification of Suspected Telecom 
Fraud Users Based on Mobile Network Commu-
nication Behavior'', which is provided by China 
Unicom Big Data Co., Ltd. The data set includes Figure 1. Bar chart of user label distribution.
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2.2. Feature Construction

Features, also known as indicators, indepen-
dent variables, explanatory variables, etc., are 
used to describe the characteristics of a sample, 
which are fed back through features, while the 
category of a sample is usually represented by a 
label, also known as the dependent variable or 
response variable in regression [7]. 
In order to extract more useful information, 
some original new data based features with 
practical significance need to be constructed 
manually according to the needs of the research 
problem. Meanwhile, a standardized sample 
data set can be formed which is convenient for 
the training of machine learning algorithms. 
The constructed features not only reflect the 
original data information effectively but also 
have higher relevance to the research problem, 
which is more helpful for the prediction results, 
thus further improving the performance of the 
algorithm. In this paper, mobile network com-
munication behavior is analyzed in detail. Spe-
cifically, a large number of communication user 
features are constructed by feature derivation, 
feature combination and feature discretization 
processing on the detailed mobile network 
communication behavior data combined with 
expertise in the communication industry.

2.2.1. Feature Derivation

Simple numerical operations, such as addition, 
subtraction, multiplication and division, are 
performed using the original data features to 
form new features, which are generally derived 
in conjunction with actual business needs or 
experience. In this paper, we subtract the two 
fields end_time and start_time from the call re-
cord table to obtain the talk_time of each call 
record, and we can also use the last_end_time 
of the last call and the start_time of the next 
call to calculate the time interval between two 
calls last_gap. The date of the call can be ex-
tracted from the end_time of each call record 
voice_date; similarly, the date of receiving or 
sending SMS sms_date can be extracted from 
the start_time field in the SMS record table, 
and the interval between two SMS messages 
can be calculated using the last_start_time of 
the last SMS message and the start_time of the 
next SMS message. start_time is used to cal-

culate the last_startgap_time between two SMS 
messages; website/APP access record table by 
dividing the total access time visit_dura by the 
number of visits visit_cnt to get the average 
access time visit_per_dura, add up_flow and 
down_flow to get the total traffic flow. The to-
tal traffic (flow_amount) is obtained by adding 
upstream traffic (up_flow) and downstream 
traffic (down_flow), where up_flow is divided 
by the total access time (visit_dura) to calcu-
late the upstream speed (upload_speed), down-
stream speed download_speed and total speed 
amount_speed can be obtained in the same way.

2.2.2. Combination of Features

For the categorical variable opp_number, opp_
head, there are 550 categories in the call be-
havior record and 72 categories in the SMS be-
havior record, which we extend to 622 feature 
variables, indicating whether the user has used 
the number for communication behavior, and 
we can also get the number of communications 
using the number; the length of the opp_number 
opp_len takes only 18 values, and we can also 
get 36 features about call and SMS user behav-
ior. The same can get 36 user behavior features 
about calls and SMS; and there are hundreds 
of thousands of different opp_num, in order to 
dig the information in this paper, the number 
of calls, SMS top 1000 opp_num as variables 
for communication behavior frequency statis-
tics, the number of visits, the length of visits 
top 1000 website or APP name (Wa_name),the 
same operation is performed.

2.3. Feature Normalization

For example, the time-related features in the 
risky user dataset in this paper are measured 
in seconds, and the traffic unit used is bit. At 
the same time, their value ranges are also very 
different, which will amplify the effect of fea-
tures with large value ranges and have higher 
''weights'' when brought into the model directly. 
This will amplify the effect of features with a 
large value range and a high ''weight'', thus ig-
noring the effect of features with a small value 
range, and ultimately reducing the prediction 
effect of the model. In order to eliminate the 
influence of dimensionality between features, 
it is necessary to scale the data of constructed 

Table 2. Original features and description of the risky user identification dataset.

Field Name Description

Uid On behalf of a cell phone user

Opp_num
In the user call record table, it represents the call number of the other side, and in the user 
SMS record table, it represents the SMS number of the other side: encryption was performed, 
and each number is kept unique and consistent after encryption.

Opp_head The first n digits of the opposite number: the first three digits are taken if the number length 
is >5; the first 1 digit is taken if the number length is <=5

Opp_len Length digits of the opposite end number

Start_time
In the user call record table represents the call initiation time, in the user SMS record table 
represents the SMS sending time, the format is DD-HH-MM-SS, such as 01081045 rep-
resents the 01 day and time 08:10:45

End_time Call end time, formatted as above

Call_type Call type: 1-Local, 2-Provincial long distance, 3-Provincial long distance, 4-Hong Kong, 
Macao and Taiwan long distance, 5-International long distance

In_out
In the user's call record table, it represents the caller/receiver type of the call: 0 is the uid ini-
tiated caller, 1 is the uid called; in the user's SMS record table, it represents the send/receive 
type of the SMS: 0 is the uid sender, 1 is the uid receiver

Wa_name Name of the website or APP visited (each record corresponds to one website or APP)

Visit_cnt Number of visits to the website or app on the same day

Visit_dura Total time spent visiting the site or app on that day, in seconds

Up_flow Total uplink traffic visiting the site or app on that day, in B

Down_flow Total downlink traffic visiting the site or app on that day, in B

Wa_type Website or APP distinguishing labels: 0 - Website, 1 - APP

Date Date in DD format, e.g., 01 for the 01st day

Label Risky user label: 0-normal user, 1-risky user
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2.2. Feature Construction

Features, also known as indicators, indepen-
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processing on the detailed mobile network 
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Simple numerical operations, such as addition, 
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performed using the original data features to 
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fields end_time and start_time from the call re-
cord table to obtain the talk_time of each call 
record, and we can also use the last_end_time 
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ior. The same can get 36 user behavior features 
about calls and SMS; and there are hundreds 
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Field Name Description
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Visit_dura Total time spent visiting the site or app on that day, in seconds
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 ● When the variables X and Y are indepen-
dent of each other, the mutual information 
MI(X, Y ) = 0.

Once the relationship metric between each fea-
ture and the class label is available, a thresh-
old approach is usually used to select features 
that are relevant to the class label [9, 10]. For 
example, a feature Xi is considered relevant 
to a class label Y if the mutual information
MI (Xi, Y ) ≥ η, where η is a threshold value 
set in advance. Another approach is to draw a 
graph for the descending mutual information 
estimate MI (Xi

*, Y ), i = 1, 2, ..., d. Similar to the 
Principal Component Analysis (PCA) when se-
lecting the number of principal components us-
ing the gravel plot, the features with very small 
mutual information afterwards are eliminated 
by using the threshold at the cliff drop and the 
value close to 0 as the threshold. However, the 
selection of the threshold is difficult to deter-
mine and requires many trials for tuning, so in 
this paper, an algorithm is used to automatical-
ly select relevant features based on the correla-
tion between the mutual information obtained 
features and class labels [11], which avoids the 
tediousness of tuning and does not need to con-
sider the redundancy between features. The ba-
sic idea is to divide the set of features arranged 
in descending order according to the mutual 
information into two subsets. One is the set of 
relevant features with high mutual information, 

and the remaining features form the set of irrel-
evant features. To seek the best division, we se-
lect the t test statistic as the separation measure 
for the set division, as shown in Algorithm 1.
In this paper, the data set excluding user num-
ber id and class label has 5151 features. Ac-
cording to Algorithm 1, we first calculated the 
mutual information between 5151 features and 
class labels. Then after descending the order, 
we obtained the top four features with high rel-
evance to the class labels, ie., the summation 
and average value of the total traffic to visit 
the website or APP, the average upload speed 
and the average total speed to visit the website 
or APP. The mutual information of their 4 fea-
tures and class labels is 0.46913, so we select 
these 4 features to form the initial relevant fea-
ture subset, and the remaining 5147 features 
form the initial irrelevant feature subset, and 
then carry out two positive tests on the mutu-
al information. The t-test of the overall mean 
difference of the state, where the t-test statistic 
considers the situation that the overall variance 
is unknown and unequal. t-test the feature with 
the largest mutual information in the irrelevant 
feature subset. After the t-test, the feature with 
the largest mutual information in the subset of 
uncorrelated features is put into the subset of 
correlated features for updating, and then the 
t-test is done again and the procedure is repeat-
ed until only two features remain in the sub-
set of uncorrelated features, at which point a 

continuous-type features, so that each feature 
is unified into roughly the same interval range, 
making the data comparable and ensuring that 
each feature has a consistent weight on the in-
fluence of the objective function. At present, 
there are two common methods of data scal-
ing: standardization and normalization. In this 
paper, we adopt normalization, i.e., Min-Max 
normalization, to make the data fall in the [0,1] 
interval by linear transformation, to achieve the 
isometric scaling of the original data and ensure 
the consistency of the feature value domain, as 
shown in Equation (1).
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x xx'
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x is the original feature fetch, x' is the normal-
ized feature fetch, xmax, xmin are the maximum 
and minimum values of the feature fetch, re-
spectively.

2.4. Feature Selection

Feature selection and data balancing are com-
mon pre-processing tools to deal with high-di-
mensional unbalanced data. In this section, the 
extracted user communication behavior fea-
tures are pre-processed with the high-dimen-
sional problem before the unbalanced problem 
to obtain a more reliable dataset, which is con-
venient for subsequent training to obtain a more 
stable and reliable classification model and pro-
duce better classification performance.
After feature construction, 5609 × 5153 ul-
tra-high-dimensional sample data is obtained, 
which is accompanied by a large number of 
irrelevant and redundant features. Related re-
search [8] showed the number of samples re-
quired by most data mining classification algo-
rithms increases exponentially with the increase 
of irrelevant features. Moreover, the classifica-
tion ability decreases with the increase in re-
dundant features. High data dimensionality af-
fects the computational speed of the model and 
increases the training time overhead, which is 
not conducive to identifying important features 
that cannot be correctly expressed in the model 
and even cause the model to fail to converge 
[7]. Therefore, it is necessary to pre-process the 
high-dimensional data by data dimensionali-
ty reduction to improve the training efficiency 

and classification performance of the model. 
Feature selection, as the main technique of data 
dimensionality reduction, reduces model com-
plexity and improves the performance of data 
mining models by selecting important features 
from the original feature set space based on cer-
tain criteria, removing irrelevant and redundant 
features, and reducing the risk of overfitting.

2.4.1. Automatic Selection of Relevant 
Features

In this paper, we first use mutual information 
as an evaluation criterion to measure the cor-
relation between features and class labels, the 
stronger the correlation, the more information 
the feature contains and the higher the feature 
evaluation given. The mutual information is de-
fined as follows.
Let X and Y be two discrete (continuous) ran-
dom variables, p(x) and p( y) be the respective 
marginal probability mass (density) functions, 
and p(x, y) be the joint probability mass (densi-
ty) function of the two, then the mutual infor-
mation (MI ) of the random variables with can 
be defined as

( , )( , ) ( , ) log
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p x yMI x y p x y
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Mutual information is a measure of the inter-
dependence between variables and can measure 
any relationship between variables, and mutu-
al information is invariant under feature space 
transformation. Mutual information has the fol-
lowing four main properties.

 ● Symmetry:
MI(X, Y ) = MI(Y, X ).             (4)

 ● Non-negativity:
MI(X, Y ) ≥ 0.                  (5)

 ● Extremality:
MI(X, Y ) ≤ MI(X, X ),                (6)
MI(X, Y ) ≤ MI(X, Y ).

Input: n*d dimensional data matrix X, sample label vector Y
Output: Characteristics associated with tag Y
Algorithm 1: Calculate the mutual information MI(Xi, Y) between d features Xi and labels Y respectively, i = 1, ..., d;
2.       Sort the mutual information MI(Xi, Y ) in descending order and sort the d features Xi accordingly to obtain the 
         sorted feature set X * = (X1*, X2*, ..., Xd*)T;
3.       Select the first k features with the largest mutual information MI to form the initial subset of relevant features
         S0 = (X1*, X2*, ..., Xk*)T; 
         Let the remaining subset consisting of d-k uncorrelated features be S1 = (Xk + 1*, Xk + 2

*, ..., Xd*)T;
4.       Perform t-test
5.       Update S0 = (X1*, X2*, ..., Xk*, Xk + 1*)T and S1 = (Xk + 2*, ..., Xd*)T

6.       Repeat steps 4 and 5 until S0 = (X1*, X2*, ..., Xk*, Xk + 1*, ..., Xd-2*)T, S1 = (Xd-1*, Xd*)T

7.       Select the largest tmax from the d-k-1 t-tests that have been performed.
8.       If the hypothesis test corresponding to tmax is significant, the features in the set of features S0 for computing 
         tmax are considered to be the features associated with label Y.

Algorithm 1. Automatic feature selection algorithm.
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form the initial irrelevant feature subset, and 
then carry out two positive tests on the mutu-
al information. The t-test of the overall mean 
difference of the state, where the t-test statistic 
considers the situation that the overall variance 
is unknown and unequal. t-test the feature with 
the largest mutual information in the irrelevant 
feature subset. After the t-test, the feature with 
the largest mutual information in the subset of 
uncorrelated features is put into the subset of 
correlated features for updating, and then the 
t-test is done again and the procedure is repeat-
ed until only two features remain in the sub-
set of uncorrelated features, at which point a 

continuous-type features, so that each feature 
is unified into roughly the same interval range, 
making the data comparable and ensuring that 
each feature has a consistent weight on the in-
fluence of the objective function. At present, 
there are two common methods of data scal-
ing: standardization and normalization. In this 
paper, we adopt normalization, i.e., Min-Max 
normalization, to make the data fall in the [0,1] 
interval by linear transformation, to achieve the 
isometric scaling of the original data and ensure 
the consistency of the feature value domain, as 
shown in Equation (1).
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that cannot be correctly expressed in the model 
and even cause the model to fail to converge 
[7]. Therefore, it is necessary to pre-process the 
high-dimensional data by data dimensionali-
ty reduction to improve the training efficiency 
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from the original feature set space based on cer-
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the feature contains and the higher the feature 
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fined as follows.
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dom variables, p(x) and p( y) be the respective 
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MI(X, Y ) ≥ 0.                  (5)
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7.       Select the largest tmax from the d-k-1 t-tests that have been performed.
8.       If the hypothesis test corresponding to tmax is significant, the features in the set of features S0 for computing 
         tmax are considered to be the features associated with label Y.
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which is often very costly and can cause incal-
culable losses in practice. For unbalanced data 
sets we tend to focus more on the classification 
results of minority samples, and modeling is to 
improve the recognition rate of minority sam-
ples, so we need to choose appropriate classifi-
cation performance evaluation metrics to help 
us effectively identify minority samples.
Risky user identification based on mobile net-
work communication behavior is a typical bi-
nary classification problem, and the confusion 
matrix of its classification results is shown in 
Table 3. NTP is the number of identified risky 
users i.e. true cases; NFN is the number of risky 
users predicted as normal users i.e. false nega-
tive cases; NFP is the number of normal users 
predicted as risky users i.e. false positive cases; 
NTN is the number of identified normal users 
i.e. true negative cases.

Table 3. Confusion matrix.

Real Category
Predicted results

Predicted to be 
at risk users

Predicted to be 
a normal user

At-Risk Users NTP NFN 

Normal users NFP NTN

The accuracy can be obtained from the confu-
sion matrix:

precision TP

TP FP

N
N N

=
+              

 (7)

Checking completeness rate:

recall TP

TP FN

N
N N

=
+                 

 (8)

The accuracy rate and the completeness rate are 
a pair of incompatible evaluation metrics. In 
classification of unbalanced data, one of them 
alone cannot accurately reflect the performance 
of the classifier, and it is necessary to consider 
them together.

2

2

1 precision recall-
precision recall

F measure β
β
+ ⋅ ⋅

=
⋅ +    

 (9)

Among them, β > 0 measures the relative impor-
tance of the recall to the precision. β = 1 is the 
standard F1 measure, and the recall to the pre-
cision are of equal importance; β > 1, the recall 
is more important than the precision; β < 1, the 
precision is more important than the recall. In 
the face of unbalanced datasets, the focus of in-
formation is often concentrated on the minority 
class samples, so it is necessary to improve the 
recognition rate for the minority class samples, 
and F-measure focuses more on the evaluation 
of the classification performance of the minori-
ty class samples, and it is more reasonable and 
objective to use it as the classification perfor-
mance evaluation index.
The Receiver Operating Characteristic (ROC) 
is a powerful tool to study the generalization 
ability of the model, which can still maintain 
good stability when the sample distribution of 
the test set of the model changes. The ROC 
curve takes the true rate ie., True Positive Rate 
(TPR) as the vertical axis, and the false positive 
rate False Positive Rate (FPR)  as the horizon-
tal axis. The formulas of TPR and FPR are as 
follows:

TPR TP

TP FN

N
N N

=
+               

 (10)

FPR FP

FP TN

N
N N

=
+                

 (11)

In this paper, the true rate indicates the propor-
tion of risky users who are predicted to be risky 
users, and FPR indicates the proportion of nor-
mal users who are predicted to be risky users. 
The point (0, 1) indicates that the model classi-
fies all samples correctly, which is the best case 
of the risky user identification model; the point 
(1, 0) indicates that the model misclassifies all 
samples, which is the worst case of the model; 
the point (0, 0) indicates that the model predicts 
all samples as normal users; the point (1, 1) in-
dicates that the model predicts all samples as 
risky users. The ROC curve can visually see the 
overall generalization ability of each learning 
classifier. If the ROC curves of multiple learn-
ing classifiers are compared, the ROC curves 
of each model may cross on a single graph, and 
at this time it is impossible to judge the per-
formance of learning classifiers directly by 
observation. The area under ROC curve solves 

total of 5146 t-tests are done. Looking for the 
maximum t-test statistic of 397.951235 in 5146 
t-tests, which is obviously much larger than the
t-quantile fraction 1 0.84131836

5146
t α
= =  with

a Bonferroni modified degree of freedom of 
5038.873878, where α = 0.05 is the original hy-
pothesis is rejected and the set division is con-
sidered significant, and finally 63 features are 
retained to form a subset of relevant features. 
The feature set was optimized by eliminating 
features with low correlation with class labels 
through the algorithm of automatic selection 
of relevant features, but redundant information 
still existed among the relevant features left be-
hind.

2.4.2. RENN Under-Sampling Algorithm

After interpolating the samples with equal 
probability for each centroid, the minority class 
samples may be more than the majority class 
samples, and the sample removal operation is 
performed at this time. Together with the use of 
Repeated Edited Nearest Neighbours (RENN)  
under sampling method to remove the exces-
sive minority class samples generated by the 
K-means Synthetic Minority Over-sampling 
Technique (SMOTE) algorithm oversampling 
until the balance in the dataset is reached.
The Edited Nearest Neighbours (ENN) algo-
rithm uses the Nearest Neighbor K-Nearest 
Neighbors (KNN) algorithm to edit the data-
set, and for each majority class sample, if more 
than half of its K-nearest neighbor samples or 
all of them do not agree with it, it will be delet-
ed, thus reducing the number of majority class 
samples. The final majority class samples that 
are kept belong to the same class, and most or 
all of their nearest neighbors belong to the same 
class. The RENN algorithm is an extension of 
the ENN algorithm, which is formed by repeat-
ing the ENN algorithm several times. Although 
data cleaning using under sampling of data can 
only remove a very limited number of sample 
points and cannot control the number of sam-
ples in advance, this type of method can be used 
in combination with oversampling methods to 
eliminate the redundant new sample points gen-
erated in oversampling.
Since the imbalance of the data will have a great 
impact on the performance of the classification 

model, hybrid sampling of the down sampled 
dataset is used to equalize the distribution of the 
dataset, which is conducive to the subsequent 
training to obtain a more stable and reliable 
classification model and thus improve the clas-
sification effect of the model. In this paper, we 
adopt the hybrid sampling algorithm based on 
K-means SMOTE and RENN: firstly, we over-
sample the minority class samples in the data-
set with optimal features by K-means SMOTE, 
and then combine the original samples with the 
newly generated minority class samples to ex-
pand the minority class sample space; then we 
merge the new oversampled samples with the 
majority class samples in the dataset to obtain 
the new complete data. The new complete data-
set contains 8202 samples, including 4103 mi-
nority samples (risky users) and 4099 majority 
samples (normal users); finally, the complete 
dataset is under sampled using the RENN un-
der sampling algorithm to clean up the fuzzy 
decision boundary samples and make the posi-
tive and negative class boundaries clearer, so as 
to obtain the dataset with balanced distribution. 
The data set of the equalized distribution con-
tains 3666 normal users and 3372 risky users. 
The hybrid sampling algorithm cleverly avoids 
the drawbacks of using either the oversampling 
or under sampling algorithms alone and uses 
the advantages of both to reconstruct a sample 
dataset with a new equilibrium of class distribu-
tion in the dataset [12-14].

3. Mobile Network Risk User  
Identification  

3.1. Model Evaluation Indicators

Conventional classification algorithms usual-
ly use classification accuracy or error rate as a 
metric to evaluate the performance of classifica-
tion models, which can accurately and reliably 
reflect the performance of classifiers in low-di-
mensional balanced datasets. However, when it 
is used to evaluate the classification effect of the 
model on high-dimensional unbalanced data, 
the classification accuracy can mislead us to 
think that the classifier has good performance, 
but in fact, the classifier may misclassify a few 
classes of samples into most classes of samples, 
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which is often very costly and can cause incal-
culable losses in practice. For unbalanced data 
sets we tend to focus more on the classification 
results of minority samples, and modeling is to 
improve the recognition rate of minority sam-
ples, so we need to choose appropriate classifi-
cation performance evaluation metrics to help 
us effectively identify minority samples.
Risky user identification based on mobile net-
work communication behavior is a typical bi-
nary classification problem, and the confusion 
matrix of its classification results is shown in 
Table 3. NTP is the number of identified risky 
users i.e. true cases; NFN is the number of risky 
users predicted as normal users i.e. false nega-
tive cases; NFP is the number of normal users 
predicted as risky users i.e. false positive cases; 
NTN is the number of identified normal users 
i.e. true negative cases.

Table 3. Confusion matrix.

Real Category
Predicted results

Predicted to be 
at risk users

Predicted to be 
a normal user

At-Risk Users NTP NFN 

Normal users NFP NTN

The accuracy can be obtained from the confu-
sion matrix:

precision TP

TP FP

N
N N

=
+              

 (7)

Checking completeness rate:

recall TP

TP FN

N
N N

=
+                 

 (8)

The accuracy rate and the completeness rate are 
a pair of incompatible evaluation metrics. In 
classification of unbalanced data, one of them 
alone cannot accurately reflect the performance 
of the classifier, and it is necessary to consider 
them together.
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Among them, β > 0 measures the relative impor-
tance of the recall to the precision. β = 1 is the 
standard F1 measure, and the recall to the pre-
cision are of equal importance; β > 1, the recall 
is more important than the precision; β < 1, the 
precision is more important than the recall. In 
the face of unbalanced datasets, the focus of in-
formation is often concentrated on the minority 
class samples, so it is necessary to improve the 
recognition rate for the minority class samples, 
and F-measure focuses more on the evaluation 
of the classification performance of the minori-
ty class samples, and it is more reasonable and 
objective to use it as the classification perfor-
mance evaluation index.
The Receiver Operating Characteristic (ROC) 
is a powerful tool to study the generalization 
ability of the model, which can still maintain 
good stability when the sample distribution of 
the test set of the model changes. The ROC 
curve takes the true rate ie., True Positive Rate 
(TPR) as the vertical axis, and the false positive 
rate False Positive Rate (FPR)  as the horizon-
tal axis. The formulas of TPR and FPR are as 
follows:
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N N
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In this paper, the true rate indicates the propor-
tion of risky users who are predicted to be risky 
users, and FPR indicates the proportion of nor-
mal users who are predicted to be risky users. 
The point (0, 1) indicates that the model classi-
fies all samples correctly, which is the best case 
of the risky user identification model; the point 
(1, 0) indicates that the model misclassifies all 
samples, which is the worst case of the model; 
the point (0, 0) indicates that the model predicts 
all samples as normal users; the point (1, 1) in-
dicates that the model predicts all samples as 
risky users. The ROC curve can visually see the 
overall generalization ability of each learning 
classifier. If the ROC curves of multiple learn-
ing classifiers are compared, the ROC curves 
of each model may cross on a single graph, and 
at this time it is impossible to judge the per-
formance of learning classifiers directly by 
observation. The area under ROC curve solves 

total of 5146 t-tests are done. Looking for the 
maximum t-test statistic of 397.951235 in 5146 
t-tests, which is obviously much larger than the
t-quantile fraction 1 0.84131836
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a Bonferroni modified degree of freedom of 
5038.873878, where α = 0.05 is the original hy-
pothesis is rejected and the set division is con-
sidered significant, and finally 63 features are 
retained to form a subset of relevant features. 
The feature set was optimized by eliminating 
features with low correlation with class labels 
through the algorithm of automatic selection 
of relevant features, but redundant information 
still existed among the relevant features left be-
hind.

2.4.2. RENN Under-Sampling Algorithm

After interpolating the samples with equal 
probability for each centroid, the minority class 
samples may be more than the majority class 
samples, and the sample removal operation is 
performed at this time. Together with the use of 
Repeated Edited Nearest Neighbours (RENN)  
under sampling method to remove the exces-
sive minority class samples generated by the 
K-means Synthetic Minority Over-sampling 
Technique (SMOTE) algorithm oversampling 
until the balance in the dataset is reached.
The Edited Nearest Neighbours (ENN) algo-
rithm uses the Nearest Neighbor K-Nearest 
Neighbors (KNN) algorithm to edit the data-
set, and for each majority class sample, if more 
than half of its K-nearest neighbor samples or 
all of them do not agree with it, it will be delet-
ed, thus reducing the number of majority class 
samples. The final majority class samples that 
are kept belong to the same class, and most or 
all of their nearest neighbors belong to the same 
class. The RENN algorithm is an extension of 
the ENN algorithm, which is formed by repeat-
ing the ENN algorithm several times. Although 
data cleaning using under sampling of data can 
only remove a very limited number of sample 
points and cannot control the number of sam-
ples in advance, this type of method can be used 
in combination with oversampling methods to 
eliminate the redundant new sample points gen-
erated in oversampling.
Since the imbalance of the data will have a great 
impact on the performance of the classification 

model, hybrid sampling of the down sampled 
dataset is used to equalize the distribution of the 
dataset, which is conducive to the subsequent 
training to obtain a more stable and reliable 
classification model and thus improve the clas-
sification effect of the model. In this paper, we 
adopt the hybrid sampling algorithm based on 
K-means SMOTE and RENN: firstly, we over-
sample the minority class samples in the data-
set with optimal features by K-means SMOTE, 
and then combine the original samples with the 
newly generated minority class samples to ex-
pand the minority class sample space; then we 
merge the new oversampled samples with the 
majority class samples in the dataset to obtain 
the new complete data. The new complete data-
set contains 8202 samples, including 4103 mi-
nority samples (risky users) and 4099 majority 
samples (normal users); finally, the complete 
dataset is under sampled using the RENN un-
der sampling algorithm to clean up the fuzzy 
decision boundary samples and make the posi-
tive and negative class boundaries clearer, so as 
to obtain the dataset with balanced distribution. 
The data set of the equalized distribution con-
tains 3666 normal users and 3372 risky users. 
The hybrid sampling algorithm cleverly avoids 
the drawbacks of using either the oversampling 
or under sampling algorithms alone and uses 
the advantages of both to reconstruct a sample 
dataset with a new equilibrium of class distribu-
tion in the dataset [12-14].

3. Mobile Network Risk User  
Identification  

3.1. Model Evaluation Indicators

Conventional classification algorithms usual-
ly use classification accuracy or error rate as a 
metric to evaluate the performance of classifica-
tion models, which can accurately and reliably 
reflect the performance of classifiers in low-di-
mensional balanced datasets. However, when it 
is used to evaluate the classification effect of the 
model on high-dimensional unbalanced data, 
the classification accuracy can mislead us to 
think that the classifier has good performance, 
but in fact, the classifier may misclassify a few 
classes of samples into most classes of samples, 
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models should be ensured, because considering 
the different perspectives of different algorith-
mic models to observe the data and their own 
algorithmic principles, different models can be 
built for the same data and then fused togeth-
er to explore the data information in multiple 
directions. Therefore, it is important to select 
diverse base learners. Therefore, the selection 
of diverse base learners can concentrate the ad-
vantages of different algorithms and make each 
differentiated model complement each other. In 
this paper, classical machine algorithms includ-
ing Support Vector Machine (SVM), K-Nearest 
Neighbor (KNN), Random Forest (RF), eX-
treme Gradient Boosting tree (XGBoost), and 
Light Gradient Boosting Machine (LightGBM) 
with excellent prediction performance and low 

algorithm time complexity are chosen as the 
base classifier in the first layer.
Among them, Random Forest (RF) is a represen-
tative algorithm of Bagging integrated learning, 
with small operation, fast classification speed 
and robust results; XGBoost and LightGBM 
are advanced algorithms based on Boosting 
integrated learning framework, with rigorous 
theory and excellent prediction ability; SVM 
can solve the problem of nonlinear features and 
large feature space, and is not easily affected 
by noise interference; KNN is simple in princi-
ple and has low training time complexity. Since 
the principles of SVM, KNN, RF, XGBoost and 
LightGBM are different, the correlation of pre-
diction results is low, and the composition of 
model fusion is beneficial to improve the ac-
curacy of final classification. The meta-learn-

by each base learner, K base learners have 
the average of K test set prediction results 
as the test input to the second layer of me-
ta-learner (S 1

train, S 2
train, ..., S K

train), as 
shown in Figure 3.

4. The training input (S 1
train, S 2

train, ..., 
S K

train), is trained in the meta-learner of the 
second layer, and then the trained Stacking 
model fusion algorithm is used to predict 
the test input (S 1

train, S 2
train, ..., S K

train), to 
obtain the prediction results of Stacking 
model fusion.

Table 4. Classification of datasets with homogenized 
distribution.

Sample size

Most 
categories 
of samples 

(normal 
users)

Minority 
sample  
(at-risk 
users)

Training set 4926 2566 2360

Test set 2112 1100 1012

The Stacking model fusion algorithm improves 
the overall prediction accuracy of the model by 
generalizing the prediction results generated 
by all base learners using a meta-learner. The 
multi-classifier combination approach based on 
Stacking integrated learning strategy, in order 
to achieve the best prediction effect of the in-
tegrated learning model, it is necessary to en-
sure not only the individual prediction ability 
of each base learner, but also to consider the 
combined effect of each base learner. Since the 
base model with strong learning ability can im-
prove the overall prediction effect of the model, 
the machine learning model with excellent pre-
diction performance should be selected for the 
first layer of base learners, and the diversity of 

this problem by calculating the area, which dis-
tinguishes the overall generalization ability of 
each model [18]. The Area Under Curve (AUC) 
is more robust and less affected by the category 
distribution, so the AUC is a better measure of 
the model's prediction ability for category im-
balance data.

3.2. Stacking Model Fusion

The algorithms for model fusion include Stack-
ing, Blending, Bagging, Boosting, etc. In this 
paper, the Stacking [15] model fusion algorithm 
with a two-layer stacking framework is used to 
train a dataset with equalized distribution. The 
details are as follows.
1. First, divide the dataset of equalized distri-

bution, 70% as the training set and 30% as 
the test set, and the sample situation after 
division is shown in Table 4.

2. The training set is divided into N equal-
sized sub-training sets and input to the K 
base learners in the first layer, as shown 
in Figure 2. One of the sub-training sets is 
used as the validation set each time, and 
the remaining N-1 sub-training sets are 
used for the traning model. The operation 
traverses each sub-training set, and each 
base learner completes N training sessions. 
After that, the prediction is performed on 
the validation set and the test set, respec-
tively. Finally,  the results are output.

3. By stitching the N times validation set 
prediction results (x1 - xN) output by each 
base learner into a column, K base learners 
have K columns of validation set predic-
tion results as the training input of the sec-
ond layer meta-learner (S 1

train, S 2
train, ..., S 

K
train). Similarly, by averaging the N times 

test set prediction results (c1 - cN) output 

Figure 2. Stacking first layer schematic.

Figure 3. G-stacking model fusion algorithm.
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models should be ensured, because considering 
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the overall prediction accuracy of the model by 
generalizing the prediction results generated 
by all base learners using a meta-learner. The 
multi-classifier combination approach based on 
Stacking integrated learning strategy, in order 
to achieve the best prediction effect of the in-
tegrated learning model, it is necessary to en-
sure not only the individual prediction ability 
of each base learner, but also to consider the 
combined effect of each base learner. Since the 
base model with strong learning ability can im-
prove the overall prediction effect of the model, 
the machine learning model with excellent pre-
diction performance should be selected for the 
first layer of base learners, and the diversity of 

this problem by calculating the area, which dis-
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each model [18]. The Area Under Curve (AUC) 
is more robust and less affected by the category 
distribution, so the AUC is a better measure of 
the model's prediction ability for category im-
balance data.
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The algorithms for model fusion include Stack-
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paper, the Stacking [15] model fusion algorithm 
with a two-layer stacking framework is used to 
train a dataset with equalized distribution. The 
details are as follows.
1. First, divide the dataset of equalized distri-

bution, 70% as the training set and 30% as 
the test set, and the sample situation after 
division is shown in Table 4.

2. The training set is divided into N equal-
sized sub-training sets and input to the K 
base learners in the first layer, as shown 
in Figure 2. One of the sub-training sets is 
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used for the traning model. The operation 
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After that, the prediction is performed on 
the validation set and the test set, respec-
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learner. Firstly, the training set of the equaliza-
tion distribution is divided into training set and 
validation set, and the prediction effect of the 
model in the validation set after training with 
different hyperparameter sets is observed by 
cross validation, so as to select the optimal hy-
perparameter set for each model. In this way, 
we can avoid the chance of a situation arising 
from the division of data sets and ensure the re-
liability of classification detection results. The 
tuned base classifier models are then applied on 
the test set, and the model evaluation metrics 
are used to see the prediction and classification 
effects of the models.
In addition, six single models, SVM, KNN, 
RF, Logistic Regression (LR), XGBoost, and 
LightGBM, are used to model and analyze the 
equilibrium data, and then compared with the 
Stacking model fusion mobile network risk 
user identification model. The set of hyperpa-
rameters of each model and the prediction per-
formance are shown in Table 5. Because the 
process of finding the optimal parameter model 
and evaluating the performance of the five base 
learners in the first layer of the Stacking fusion 
model is the process of modeling the equilib-

rium data by five single models, i.e., the five 
single models of SVM, KNN, RF, XGBoost, 
and LightGBM have already completed the 
modeling. The analysis only needs to be done 
again for LR using the grid search method for 
algorithmic model parameter tuning, while the 
comprehensive performance evaluation of the 
established LR model is performed using 5-fold 
cross-validation.
Table 5 shows that the Stacking model has the 
truest cases and the least false negative cases 
among the models after hyperparameter opti-
mization, which means that the risky users are 
the least likely to be predicted as normal users 
and the recognition rate of risky users is the 
highest; the AUC of each model is between 
0.968 and 0.977, and the Stacking model has 
the largest AUC of 0.9767. The AUC of Stack-
ing model fusion is 0.9767, with an advantage 
of 0.0001 over random forest; we prefer to 
have a small number of false negative cases, 
i.e., we pay more attention to the recognition 
effect of a small number of samples, and the 
impact of the check-all rate is greater than the 
check-accuracy rate, so the β in the F-measure 
is taken as 2.

er in the second layer is generally selected as 
a simple model with better stability to improve 
the model performance overall, so the Logistic 
Regression (LR) with simple model and good 
generalization performance is used as the me-
ta-learner in the second layer of this paper.
According to the principle of Stacking algo-
rithm, we know that the input of the second lay-
er meta-learner is generated from the output of 
each base learner in the first layer, and if the 
training set of the base learner is used direct-
ly as the training set of the second layer me-
ta-learner without the cross-validation method, 
the data is repeatedly learned by the two-layer 
learner, which is very likely to cause the overfit-
ting problem of the Stacking model [16]. In this 
paper, in the process of Stacking model fusion, 
each base learner performs a 4-fold cross-vali-
dation process on the training set, using one data 
block as the validation set and the correspond-
ing remaining three data blocks as the training 
set, and after each fold of cross-validation is 
completed, the validation set is predicted using 
the base learner, i.e., each base learner produces 
the same number of training sets as the original 
training set at the end of the 4-fold cross-vali-
dation of the new datasets. The cross-validation 
process converts all the data in the dataset from 
input to output to achieve one data transforma-
tion, avoiding the risk of model overfitting due 
to data being reused, and the training set of the 
second layer meta-learner comes entirely from 
the predicted output of each base learner in the 
first layer, so the meta-learner fully integrates 
the model advantages of each base learner in 
the first layer for model construction, which has 
the overall effect of improving the model from 
effect.
The framework diagram of the mobile network 
risk user identification method based on Stack-
ing model fusion is shown in Figure 3, and the 
training process is roughly as follows.
1. After feature construction and pre-pro-

cessing to obtain the 5609 × 5153 ul-
tra-high-dimensional communication user 
dataset, first use Algorithm 1 automatic 
feature selection algorithm for the commu-
nication user dataset to remove features ir-
relevant to class labels and obtain a subset 
of relevant features.

2. The SVM-RFE algorithm is used to further 
remove the redundant features on the ba-
sis of the relevant feature subsets to obtain 
the optimal feature subsets with strong dis-
criminatory ability.

3. Hybrid sampling with a combination of 
K-means SMOTE and RENN for the data-
set with optimal features to equalize the 
distribution of the dataset and obtain a 
more reliable dataset.

4. Dividing the data set of the equalization 
distribution, 70% as the training set and 
30% as the test set.

5. The optimal hyperparameters of each 
model are selected by using grid search 
plus cross-validation on the training set for 
each of the five classifiers in the first layer 
of Stacking.

6. The five classifiers of the first layer of 
Stacking are trained on the training set us-
ing cross-validation to produce the training 
set of the second layer of meta-learner, and 
the five base classifiers are predicted on 
the test set and the test set of the second 
layer of meta-learner is obtained by av-
eraging the multiple prediction results of 
each test sample.

7. The newly generated training set of each 
base learner in the first layer of Stacking is 
used to train the meta-learner in the second 
layer of Stacking integrated framework to 
obtain a risky user identification model 
based on mobile network communication 
behavior, and then the prediction results are 
obtained by inputting the newly generated 
test set of the first layer of Stacking into the 
model to achieve effective classification of 
high-dimensional imbalanced data.

4. Hyperparameter Selection and 
Performance Evaluation 

In order to optimize the performance of Stack-
ing model fusion, the learning ability of five 
base learner models, namely SVM, KNN, 
RF, XGBoost, and lightGBM, is analyzed on 
the basis of the equalized distributed dataset. 
The hyperparameter selection is performed by 
grid search with cross validation for each base 

Table 5. Hyperparameter set and prediction performance of each model.

Model 
Name Hyperparameters

Predictive Performance

AUC F-measure  
( β = 2)

Real  
example

False negative 
example

KNN n neighbors = 30, p = 5,  
weights = 'distance' 0.9760 0.9670 974 38

SVM C = 10, gamma = 0.001, kernel = 'rbf' 0.9685 0.9644 974 38

RF max depth = 7, min samples leaf = 10,  
min samples split = 20, n estimators = 110 0.9766 0.9672 973 39

XGBoost

n estimators = 145, max depth = 7,  
learning rate = 0.1, booster = 'gbtree', 

gamma = 2.3, reg lambda = 1,  
min child weight = 1, subsample = 0.7

0.9758 0.9674 974 38

LightGBM

n estimators = 42, max depth = 12,  
learning rate = 0.1, num leaves = 21,  
max bin = 15, min data in leaf = 101, 

subsample = 0.8, bagging fraction = 0.9, 
feature fraction = 1, bagging freq = 10

0.9757 0.9668 973 39

LR C = 10, penalty = 'l2', tol = 0.001 0.9712 0.9655 974 38

Stacking 0.9767 0.9684 975 37
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validation set, and the prediction effect of the 
model in the validation set after training with 
different hyperparameter sets is observed by 
cross validation, so as to select the optimal hy-
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The F-measure of each model is concentrated 
between 0.964 and 0.969, with that of Stacking 
model fusion being greater than the other mod-
els. When all the evaluation metrics are com-
bined, the Stacking model improves the AUC 
by 0.01% and the F-measure by 0.1% compared 
with the best algorithm models Random For-
est (maximum AUC) and XGBoost (maximum 
F-measure) among the single models. Com-
pared with SVM, the least effective algorithm 
among single-model classification algorithms, 
AUC and F-measure improved by about 0.85% 
and 0.35%, respectively. Therefore, stacking 
model has the best prediction effect and the 
greatest advantage. The classification perfor-
mance of the five different algorithmic models 
as the first layer base learner of the Stacking 
model is good, and the evaluation index of each 
model is above 0.96, which meets the require-
ments of the Stacking framework for excellent 
prediction performance of the first layer base 
learner and inter-model diversity. In summa-
ry, using Stacking model fusion algorithm for 
risky user identification based on mobile net-
work communication behavior can better iden-
tify risky user.

5. Conclusion

This paper considers mobile network calls, 
SMS, access traffic, and other communication 
behavior records which contain rich and valu-
able information. User communication behav-
ior features are extracted from these historical 
records and analyzed using a Stacking model 
fusion method that combines feature selec-
tion and hybrid sampling. The method identi-
fies risky users in telecommunication, which 
is crucial for preventing telecommunication 
fraud, crimes that threaten social security, and 
false network entries by users. The Stacking 
model fusion approach overcomes the limita-
tions of single models in risk identification by 
combining the strengths of multiple machine 
learning algorithms for improved prediction. 
In this paper, a two-layer Stacking model fu-
sion algorithm is applied to degraded and bal-
anced user communication data using SVM, 
KNN, RF (Bagging algorithm), XGBoost, and 
LightGBM (Boosting algorithm) as the first 

layer base models. Hyperparameter tuning is 
performed to optimize the performance of each 
base model, and the LR model is chosen as the 
meta-classifier in the second layer for model 
fusion. Results indicate that the Stacking mod-
el fusion algorithm in this paper can accurately 
predict telecommunication user categories, en-
hance the generalization performance of tele-
communication risky user identification, and 
provide a useful reference for the telecommu-
nication industry.
In future research, the following issues need 
to be continued to be explored and improved. 
Because of the complex design of Stacking in-
tegrated learning framework, the selection of 
each layer of models and the combination of 
models will have a significant impact on the 
final model effect, so we need to carefully se-
lect the base learners and meta-learners and 
try other classification algorithms for mod-
el fusion. Moreover, the Stacking integrated 
learning framework requires high prediction 
performance of the base model, which re-
quires hyperparametric merit selection of mul-
tiple base learners by using grid search plus 
cross-validation, a time-consuming and com-
putationally intensive process, so the support 
of distributed computing technology is need-
ed in future work to disassemble the task and 
model the base model at different terminals, 
which will greatly reduce the algorithm time 
complexity and improve the efficiency.
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The F-measure of each model is concentrated 
between 0.964 and 0.969, with that of Stacking 
model fusion being greater than the other mod-
els. When all the evaluation metrics are com-
bined, the Stacking model improves the AUC 
by 0.01% and the F-measure by 0.1% compared 
with the best algorithm models Random For-
est (maximum AUC) and XGBoost (maximum 
F-measure) among the single models. Com-
pared with SVM, the least effective algorithm 
among single-model classification algorithms, 
AUC and F-measure improved by about 0.85% 
and 0.35%, respectively. Therefore, stacking 
model has the best prediction effect and the 
greatest advantage. The classification perfor-
mance of the five different algorithmic models 
as the first layer base learner of the Stacking 
model is good, and the evaluation index of each 
model is above 0.96, which meets the require-
ments of the Stacking framework for excellent 
prediction performance of the first layer base 
learner and inter-model diversity. In summa-
ry, using Stacking model fusion algorithm for 
risky user identification based on mobile net-
work communication behavior can better iden-
tify risky user.

5. Conclusion

This paper considers mobile network calls, 
SMS, access traffic, and other communication 
behavior records which contain rich and valu-
able information. User communication behav-
ior features are extracted from these historical 
records and analyzed using a Stacking model 
fusion method that combines feature selec-
tion and hybrid sampling. The method identi-
fies risky users in telecommunication, which 
is crucial for preventing telecommunication 
fraud, crimes that threaten social security, and 
false network entries by users. The Stacking 
model fusion approach overcomes the limita-
tions of single models in risk identification by 
combining the strengths of multiple machine 
learning algorithms for improved prediction. 
In this paper, a two-layer Stacking model fu-
sion algorithm is applied to degraded and bal-
anced user communication data using SVM, 
KNN, RF (Bagging algorithm), XGBoost, and 
LightGBM (Boosting algorithm) as the first 

layer base models. Hyperparameter tuning is 
performed to optimize the performance of each 
base model, and the LR model is chosen as the 
meta-classifier in the second layer for model 
fusion. Results indicate that the Stacking mod-
el fusion algorithm in this paper can accurately 
predict telecommunication user categories, en-
hance the generalization performance of tele-
communication risky user identification, and 
provide a useful reference for the telecommu-
nication industry.
In future research, the following issues need 
to be continued to be explored and improved. 
Because of the complex design of Stacking in-
tegrated learning framework, the selection of 
each layer of models and the combination of 
models will have a significant impact on the 
final model effect, so we need to carefully se-
lect the base learners and meta-learners and 
try other classification algorithms for mod-
el fusion. Moreover, the Stacking integrated 
learning framework requires high prediction 
performance of the base model, which re-
quires hyperparametric merit selection of mul-
tiple base learners by using grid search plus 
cross-validation, a time-consuming and com-
putationally intensive process, so the support 
of distributed computing technology is need-
ed in future work to disassemble the task and 
model the base model at different terminals, 
which will greatly reduce the algorithm time 
complexity and improve the efficiency.
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