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Improved Resource Allocation for 
TV White Space Network Based on 
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There is continued increased demand for dynamic 
spectrum access of TV White Spaces (TVWS) due to 
growing need for wireless broadband. Some of the use 
cases such as cellular (2G/3G/4G/5G) access to TVWS 
may have a high density of users that want to make use 
of TVWS. When there is a high density of secondary 
users (SUs) in a TVWS network, there is possibility 
of high interference among SUs that exceeds the de-
sired threshold and also harmful interference to pri-
mary users (PUs). Optimization of resource allocation 
(power and spectrum allocation) is therefore necessary 
so as to protect PUs against harmful interference and 
to reduce the level of interference among SUs. Exist-
ing resource allocation optimization algorithms for a 
TVWS network ignore adjacent channel interference, 
interference among SUs or apply greedy algorithms 
which result in sub-optimal resource allocation. In this 
paper we propose an improved resource allocation al-
gorithm based on continuous-binary firefly algorithm. 
Simulation is done using Matlab. Simulation results 
show that the proposed algorithm improves the SU 
sum throughput and SU signal to interference noise 
(SINR) ratio in the secondary network.

ACM CCS (2012) Classification: Networks → Net-
work components → Wireless access points, base sta-
tions and infrastructure → Cognitive radios
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1. Introduction

Spectrum occupancy assessments done in USA, 
Spain, Singapore, New Zeland and Germany 
[1] and UK [2], indicate that a large portion of 
spectrum assigned to primary users (PUs) is un-
derutilized. Spectrum is considered a scarce re-

source. More and more devices want a pie of the 
spectrum and yet the useful spectrum is limited. 
Dynamic Spectrum Access (DSA), through the 
use of Cognitive Radio (CR) techniques is cur-
rently being embraced as a solution to spectrum 
underutilization and spectrum scarcity. This is 
because DSA, together with CR, provides an 
efficient way for spectrum management and 
spectrum sharing. DSA allows the existence of 
both primary and secondary users in a non-inter-
fering basis. With DSA, spectrum allocated for 
exclusive use to a Primary User (PU) but being 
not used by the PU (incumbent), or any other 
idle frequency bands (such as guard bands) can 
be shared by different secondary users (SUs) as 
long as the interference to the incumbent by the 
SUs to the PU is kept at an acceptable level [3].  
The spectrum band which has attracted a lot 
interest in the DSA community is the TVWS. 
TVWS is the spectrum band not being utilized 
efficiently by TV transmitters in the Ultra High 
Frequency (UHF) band. The main reason for 
this increased interest is the good propagation 
characteristics of the sub-1 GHz spectrum.
Regulatory authorities worldwide have man-
dated the use of geo-location database (GLDB) 
for protection of PUs. GLDB is used by a SU or 
white space device (WSD) to find the set of fre-
quency channels that can be used on a secondary 
basis in a given area and at any given time [4].   
GLDB is populated through the use of a propa-
gation model. The database contains estimated 
power levels of incumbents (PUs) for any point 
in a particular region of interest. The WSD, 
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which has a cognitive radio system (CRS), que-
ries a central database. The WSD provides the 
database with parameters such as its location, 
device type and antenna height. The GLDB will 
then use this information along with the param-
eters of all surrounding TV transmitters such as 
antenna height, transmit power and frequency 
of operation in order to come up with the list 
of available TVWS channels that can be used 
by the WSD on secondary basis without caus-
ing harmful interference to the PUs. The GLDB 
will also give the WSD limits on the transmit 
power and also the time period in which each 
channel can be used.
It is expected that there will be continued de-
mand for dynamic spectrum access (DSA). 
There is increased demand for DSA to TVWS 
from internet of things (IoT) [5], machine to 
machine communications, vehicle to vehi-
cle (V2V) communications [6], [7], cellular 
networks (3G , 4G, 5G) [8], [9], [10]. This in-
creased demand for DSA will result in second-
ary networks with a high density of users. The 
problem of interference will arise in a TVWS 
network with a high density of users. Some 
SUs also may not be admitted into the second-
ary network due to interference constraints at 
PUs and SUs. TVWS can be used as long as 
the interference to the PU does not fall below a 
certain threshold. This threshold is commonly 
referred to as protection ratio or desired to un-
desired (D/U) ratio.
In a network where there is a high number of de-
vices seeking access to a secondary network al-
location of two resources, power and spectrum, 
has to be optimized to ensure that as many SUs 
as possible access the secondary network while 
ensuring that interference constraints for PUs 
and QoS requirements for SUs are met. In this 
paper, resource allocation refers to joint alloca-
tion of power and spectrum to SUs.
Existing algorithms allocate spectrum and pow-
er in a one by one, greedy manner as SUs make 
request to the GLDB. This will result in sub-op-
timal resource allocation.  Existing algorithms 
also ignore adjacent channel interference (ACI). 
When there is a high density of devices in a net-
work, ACI cannot be ignored even if the SUs 
are using low power since aggregate interfer-
ence from multiple SUs using the same channel 
is as harmful as co-channel interference [11], 

[12], [13]. SUs also have minimum QoS/inter-
ference constraints measured by SINR. There 
is, therefore, a need for an algorithm that can 
be used to optimize resource allocation for all 
existing users in the secondary network so as 
to maximize the number of users (both SUs 
and PUs) in the network that meet the required 
QoS/interference constraints.
Firefly algorithm (FA) will be used for opti-
mization of resource allocation. FA is chosen 
because it has been found out that it performs 
better than other metaheuristic algorithms such 
as particle swarm optimization and genetic al-
gorithm [14]. The aim of this paper, therefore, 
is to design an improved algorithm for resource 
allocation based on modified FA for a TVWS 
network. We propose a hybrid continuous-bina-
ry FA since the optimization involves both con-
tinuous values (power allocation) and binary 
values (spectrum allocation). A TVWS network 
with a base station is considered.
The contribution of this paper is the design of 
an improved algorithm based on modified FA 
for joint spectrum allocation and transmit pow-
er control in a GLDB based wireless TVWS 
network where devices communicate via a base 
station. To the best of our knowledge, continu-
ous-binary FA has not been used for joint spec-
trum allocation and power control in a TVWS 
network that makes use of a GLDB. Simulation 
results show that the use of the algorithm results 
in improvement sum throughput and SU SINR.
The rest of the paper is organized as follows. 
In Section 2, related work is discussed. System 
model has been presented in Section 3. Simula-
tion set up and simulation parameters have been 
presented in Section 4. Performance analysis of 
the proposed algorithm is discussed in Section 
5. The paper is concluded in Section 6.

2. Related Work

A resource allocation method has been proposed 
in IEEE 802.11af [15]. In an IEEE 802.11af 
network, a device sends a channel availabil-
ity query (CAQ) to registered location secure 
server (RLSS). RLSS operates as a GLDB. 
Once a CAQ is received by the RLSS, it will 
respond with a white space map (WSM). The 
WSM contains the list of available channels 
and their respective effective isotropic radiated 

by Xue et al. [19]. Only co-channel interfer-
ence has been considered. Spectrum allocation 
is done in greedy manner using a game theory 
algorithm called spatial adaptive play (SAP).  
The algorithm has the following disadvantag-
es. Firstly, being a greedy algorithm, it may get 
trapped in a local optimum. Being trapped in 
local optimum will result in sub-optimal re-
source allocation. Secondly, the algorithm ig-
nores ACI.

3. System Model

We proposed a power control algorithm in [14]. 
We extend the model and algorithm to incor-
porate both power and spectrum allocation. A 
network illustrated by Figure 1 is considered. 
In the figure there is a single TV receiver placed 
at the edge of the protection region. Among all 
the TV receivers in the protection region, a 
TV receiver at this location is the one which is 
most vulnerable to interference since it is very 
close to the secondary network and receives 
the weakest signal from the TV tower. GLDB 
regulations require that the D/U ratio or protec-
tion ratio be measured at the edge of protection 
region [20]. Aggregate interference at the TV 
receiver, both co-channel and adjacent channels 
should not make the protection ratio fall below 
the required protection ratio threshold.

Let the number SUs be N and the number of 
channels be M. Let the potential channel allo-
cation matrix be represented as A = {an,m||an,m 
∈ {0,1}}. A is of dimension N × M. an,m = 1 if  
channel m assigned to user n. an,m = 0 if channel 
m is not assigned to user n. Let the potential 

power (EIRP). IEEE 802.11af allows for both 
closed loop power control and open loop pow-
er control. With open loop power limitation the 
WSD has rigid power limitation similar to those 
provided by FCC regulations [3], [16] where-
by fixed power values are assigned to SUs. In 
closed loop power control, the WSD has more 
flexible power limits that depend on location, 
time of use and the channel. The technique pro-
posed in IEEE 802.11af is not designed to op-
timize resource allocation as it seeks to ensure 
that specific users that request a channel are al-
located one with an associated power level. In 
our proposed algorithm, resource allocation is 
done for all users that already exist in the net-
work.
IEEE 802.22 makes use of a spectrum manager 
(SM) to allocate spectrum [17]. IEEE 802.22 al-
lows the use of both GLDB and spectrum sens-
ing for incumbent protection. The SM makes 
use of spectrum sensing function and GLDB to 
find out the channels available for secondary use 
and their respective effective isotropic radiated 
power (EIRP) limits. Just like IEEE 802.11af, 
the technique proposed in IEEE 802.22 is not 
designed to optimize resource allocation as it 
seeks to ensure that specific users that request 
channel are allocated one with an associated 
power level. Power and spectrum allocation is 
done in an arbitrary manner with no use of an 
objective function. It will not be applicable in 
a high density network where there is a need to 
optimize resource allocation so as to admit as 
many users as possible into the network.
GLDB based spectrum allocation with power 
control, co-channel interference and adjacent 
channel interference considerations has been 
proposed by Xue et al. [18]. Co-existence (mu-
tual interference) among SUs is also consid-
ered. Channel allocation and power control is 
then done in such a manner that the TV receiver 
and SUs SINR constraints are met. A greedy al-
gorithm is used for power control and spectrum 
allocation. Each SU is allocated a channel and 
a power level when it makes a channel request 
to the GLDB. The major disadvantage of the 
proposed algorithm is that, being a greedy al-
gorithm, it may get trapped in a local optimum. 
Being trapped in local optimum will result in 
sub-optimal resource allocation.
GLDB based spectrum allocation with power 
control and admission control for TVWS mul-
tiple device-to-device links has been proposed 

Figure 1. Interference scenario.
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which has a cognitive radio system (CRS), que-
ries a central database. The WSD provides the 
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device type and antenna height. The GLDB will 
then use this information along with the param-
eters of all surrounding TV transmitters such as 
antenna height, transmit power and frequency 
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will also give the WSD limits on the transmit 
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cle (V2V) communications [6], [7], cellular 
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network with a high density of users. Some 
SUs also may not be admitted into the second-
ary network due to interference constraints at 
PUs and SUs. TVWS can be used as long as 
the interference to the PU does not fall below a 
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In a network where there is a high number of de-
vices seeking access to a secondary network al-
location of two resources, power and spectrum, 
has to be optimized to ensure that as many SUs 
as possible access the secondary network while 
ensuring that interference constraints for PUs 
and QoS requirements for SUs are met. In this 
paper, resource allocation refers to joint alloca-
tion of power and spectrum to SUs.
Existing algorithms allocate spectrum and pow-
er in a one by one, greedy manner as SUs make 
request to the GLDB. This will result in sub-op-
timal resource allocation.  Existing algorithms 
also ignore adjacent channel interference (ACI). 
When there is a high density of devices in a net-
work, ACI cannot be ignored even if the SUs 
are using low power since aggregate interfer-
ence from multiple SUs using the same channel 
is as harmful as co-channel interference [11], 

[12], [13]. SUs also have minimum QoS/inter-
ference constraints measured by SINR. There 
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values (spectrum allocation). A TVWS network 
with a base station is considered.
The contribution of this paper is the design of 
an improved algorithm based on modified FA 
for joint spectrum allocation and transmit pow-
er control in a GLDB based wireless TVWS 
network where devices communicate via a base 
station. To the best of our knowledge, continu-
ous-binary FA has not been used for joint spec-
trum allocation and power control in a TVWS 
network that makes use of a GLDB. Simulation 
results show that the use of the algorithm results 
in improvement sum throughput and SU SINR.
The rest of the paper is organized as follows. 
In Section 2, related work is discussed. System 
model has been presented in Section 3. Simula-
tion set up and simulation parameters have been 
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the proposed algorithm is discussed in Section 
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power allocation vector be P = {Pm
1, Pm

2, ..., 
Pm

n, ..., Pm
N} where Pm

n is the power of SU n on 
channel m. Assuming that the TV receiver op-
erates using channel cTV at frequency ( fcTV

), the 
interference by a single SU n to the TV receiver 
can be written as [21] ,[18]:

    ( ), , nC SU PU
TV n TV n n n SU PUII C C P G G Gµ →=   (1)

where nc
nP  is the transmit power of SU n is op-

erating on channel cn, 
SU PU
nG →  is the path loss 

from SU n to the victim TV receiver, GSU is the 
antenna gain of SU and GPU is the antenna gain 
of the PU (TV receiver). The term μ (cTV, cn) 
refers to adjacent channel interference co-ef-
ficient defined in [14], [18], [21]. If adjacent 
channel interference is modeled as equivalent 
co-channel interference, the total interference 
to the PU can then be expressed as:

                         
,

1
.

N

TV TV n
n

I I
=

= ∑
                       

(2)

Equation (3) represents the SINR at the TV re-
ceiver. In equation (3), the term ωo is the min-
imum required SINR at the TV receiver, PTV is 
the received power from the TV transmitter at 
the TV receiver and δn

2
  is noise power.

                          
2 .TV

o
TV n

P
I

ω
δ

≥
+                      

(3)

Every single SU will receive interference from 
other SUs. The interference at SU n using chan-
nel cn  from all other SUs in the network using 
channel cj is denoted as:

             

,
1, 1,

,j
n

N N c n
SU n j j j SU

j j
j n j n
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where In,j is the interference caused by SU j to 
SU n, Gj

n
  is the distance based path loss from 

SU j to SU n . SINR at each SU can then be 
written as:

                     
2 ,

n

BS
SU BS

n o
SU n

P G G
I

ρ ρ
δ

≥
+

               
(5)

where PBS is the transmit power of the access 
point (base station) and GBS is the antenna gain 
of the base station. The term ρo is the minimum 

required SINR at SUs. The downlink through-
put rn,m of SU transmitter n on channel m can be 
expressed as:

              
( ), , 2

1 log 1 .2n m n m m nr a b ρ= +
           

(6)

The sum throughput of all SUs will then be giv-
en by:

                         
,

1 1
.

N M

n m
n m

U r
= =
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(7)

In order to minimize interference to the PU and 
among SUs, there is a need for joint spectrum 
and a power allocation algorithm. The opti-
mization goal is to find a power vector P* and 
channel allocation matrix A* that maximizes 
sum downlink throughput while ensuring that 
interference constraints at the PU and all SUs 
are met. The power of each SU is adjusted be-
tween the range [Pmin, Pmax]. Optimal power 
vector and spectrum allocation matrix can be 
found by solving optimization Problem 1 below.
Problem 1.

                   ( ), arg max ,P A U∗ ∗ =                 (8)

subject to:

                            1 : ,oC ω ω>                        (9)

              2 : , 1, 2,..., ,n oC n Nρ ρ> =            (10)

                   3 min max: ,nC p p p≤ ≤                (11)

                       { }4 ,: 0,1 ,n mC a ∈                   (12)

                    5 ,: 1, ,n m nC a c m= =                (13)

                   6 ,: 0, ,n m nC a c m= ≠                (14)

where ω is SINR at the TV receiver. Constraints  
C5 and C6 imply that one channel (cn = m) only 
in SUn channel allocation  row will have the 
value 1, the rest will be 0.
Pseudocode for the FA is presented in [14], [22], 
[23]. Flash flies produce short and rhythmic 
light to attract a female partner and potential 
prey. Each firefly's attractiveness is proportion-
al to the light intensity and decreases as distance 
increases [22], [23]. Variation of attractiveness 
with distance is given by:

                           
2
.r

oe γβ β −=                      (15)

For any two flashing fireflies, the less bright 
one will move towards the brighter one accord-
ing to following equation:

          ( )21 .ijrt t t t i
i i o j i t tx x e x xγβ α ε−+ = + − +

    
(16)

The terms xi and xj are the locations of firefly 
i and firefly j, respectively. The symbol α is a 
randomization parameter and the term εt

i  is a 
vector of random numbers with uniform dis-
tribution. The first term ( )2

ijr t t
o j ie x xγβ − − 

 
 

represents attractiveness while the second term 
(αt εt

i ) represents randomization. Symbol t is the 
iteration number. The distance between fire-
flies, rij, is computed as follows:

                   
( )2

, ,
1

,
D

ij d i d j
d

r x x
=

= −∑
             (17)

where D is the dimension of the solution. D = N 
for the problem under consideration.
Since optimization problem is about joint op-
timization of power and spectrum allocation, 
each firefly, xi, will be made up of a power vec-
tor (xP,i) and a spectrum allocation matrix (xC,i).  
Equation (17)  applies when the values being 
considered are continuous. It will, therefore, 
apply only to the power vector. It will not apply 
to the spectrum allocation matrix because the 
values in the matrix are binary (0 or 1). The fol-
lowing equation will be used for computing the 
distance (rij,C) between two channel allocation 
matrices:

             
, , , , ,

1 1
,

D M

ij C Cm d i Cm d j
d m

r x x
= =

= ⊗∑ ∑
          (18)

where xCm,d,i and xCm,d,j are the channel alloca-
tion values in fireflies i and j, respectively at 
position m,d in the channel allocation matrix. 
The following equation will be used for com-
puting distance between two power vectors:

                 
( )2

, , ,
1

,
D

ij P Pd i Pd j
d

r x x
=

= −∑
         

(19)

where xPd,i and xPd,j are the power vectors in 
fireflies i and j, respectively.

New power vector and channel matrix for each 
firefly, xi, will be computed according to equa-
tion (20) and (21), respectively.

( )2
,1

, , , , .ij Prt t t t i
Pd i Pd i o Pd j Pd i t tx x e x xγβ α ε−+ = + − +

(20)

( )2
,

, , , , , , , ,
1 .ij C

m d i m d i m d j m d i

rt t t t i
C C o C C t tx x e x xγβ α ε−+ = + − +

(21)
Since the channel allocation matrix is made up 
of binary values, equation (21) will not apply 
for the channel allocation matrix since firefly 
movement results in values that are not binary. 

Algorithm 1.  Joint power and spectrum allocation using 
firefly algorithm.

Step 1: 
      Specify M, N 
      Set the dimension of fireflies D
Step 2: 
      Initialize the control parameters of the algorithm 
      α, β, γ, number of fireflies NP and maximum 
      number of iterations tmax. 
      Generate initial position of each firefly (xi) 
      randomly with each firefly consisting of power 
      vector and channel vector: 
          Set of power vectors in the fireflies: 
          xP = [xP1, xP2, …, xPi, ..., xP,NP] and i ∈ (1, ..., NP)

          Set of channel vectors in the fireflies: 
          xC = [xC1, xC2, …, xCi, ..., xC,NP] and i ∈ (1, ..., NP)

Step 3: 
      Check firefly xi to see if the power values in the 
      power vector are within range. If any values are 
      out of range then create random values that are 
      within range to replace them. 
      Randomly select a single channel for each SU, if 
      there is assignment of more than one channel to a SU.

Step 4: 
      Calculate the brightness/fitness value of each 
      firefly using equation (6) and rank the fireflies 
      according to their fitness values. 
      Find the current best solution.
Step 5: 
      For every firefly, move it to the better solution 
      according to equation (16) through application of 
      equations (20) for power mobility and (21), (22) 
      and (23) for channel matrix mobility.

Step 6: 
      If it reaches the predefined maximum number of 
      iterations, derive the spectrum and power 
      allocation vector of the current best solution 
      mentioned in step 4 and stop the progress, else go 
      to step 3 and continue.
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power allocation vector be P = {Pm
1, Pm

2, ..., 
Pm

n, ..., Pm
N} where Pm

n is the power of SU n on 
channel m. Assuming that the TV receiver op-
erates using channel cTV at frequency ( fcTV

), the 
interference by a single SU n to the TV receiver 
can be written as [21] ,[18]:

    ( ), , nC SU PU
TV n TV n n n SU PUII C C P G G Gµ →=   (1)

where nc
nP  is the transmit power of SU n is op-

erating on channel cn, 
SU PU
nG →  is the path loss 

from SU n to the victim TV receiver, GSU is the 
antenna gain of SU and GPU is the antenna gain 
of the PU (TV receiver). The term μ (cTV, cn) 
refers to adjacent channel interference co-ef-
ficient defined in [14], [18], [21]. If adjacent 
channel interference is modeled as equivalent 
co-channel interference, the total interference 
to the PU can then be expressed as:
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Equation (3) represents the SINR at the TV re-
ceiver. In equation (3), the term ωo is the min-
imum required SINR at the TV receiver, PTV is 
the received power from the TV transmitter at 
the TV receiver and δn

2
  is noise power.
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Every single SU will receive interference from 
other SUs. The interference at SU n using chan-
nel cn  from all other SUs in the network using 
channel cj is denoted as:
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where In,j is the interference caused by SU j to 
SU n, Gj

n
  is the distance based path loss from 

SU j to SU n . SINR at each SU can then be 
written as:
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where PBS is the transmit power of the access 
point (base station) and GBS is the antenna gain 
of the base station. The term ρo is the minimum 

required SINR at SUs. The downlink through-
put rn,m of SU transmitter n on channel m can be 
expressed as:

              
( ), , 2
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(6)

The sum throughput of all SUs will then be giv-
en by:
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In order to minimize interference to the PU and 
among SUs, there is a need for joint spectrum 
and a power allocation algorithm. The opti-
mization goal is to find a power vector P* and 
channel allocation matrix A* that maximizes 
sum downlink throughput while ensuring that 
interference constraints at the PU and all SUs 
are met. The power of each SU is adjusted be-
tween the range [Pmin, Pmax]. Optimal power 
vector and spectrum allocation matrix can be 
found by solving optimization Problem 1 below.
Problem 1.

                   ( ), arg max ,P A U∗ ∗ =                 (8)

subject to:

                            1 : ,oC ω ω>                        (9)

              2 : , 1, 2,..., ,n oC n Nρ ρ> =            (10)

                   3 min max: ,nC p p p≤ ≤                (11)

                       { }4 ,: 0,1 ,n mC a ∈                   (12)

                    5 ,: 1, ,n m nC a c m= =                (13)

                   6 ,: 0, ,n m nC a c m= ≠                (14)

where ω is SINR at the TV receiver. Constraints  
C5 and C6 imply that one channel (cn = m) only 
in SUn channel allocation  row will have the 
value 1, the rest will be 0.
Pseudocode for the FA is presented in [14], [22], 
[23]. Flash flies produce short and rhythmic 
light to attract a female partner and potential 
prey. Each firefly's attractiveness is proportion-
al to the light intensity and decreases as distance 
increases [22], [23]. Variation of attractiveness 
with distance is given by:

                           
2
.r

oe γβ β −=                      (15)

For any two flashing fireflies, the less bright 
one will move towards the brighter one accord-
ing to following equation:

          ( )21 .ijrt t t t i
i i o j i t tx x e x xγβ α ε−+ = + − +

    
(16)

The terms xi and xj are the locations of firefly 
i and firefly j, respectively. The symbol α is a 
randomization parameter and the term εt

i  is a 
vector of random numbers with uniform dis-
tribution. The first term ( )2

ijr t t
o j ie x xγβ − − 

 
 

represents attractiveness while the second term 
(αt εt

i ) represents randomization. Symbol t is the 
iteration number. The distance between fire-
flies, rij, is computed as follows:

                   
( )2

, ,
1

,
D

ij d i d j
d

r x x
=

= −∑
             (17)

where D is the dimension of the solution. D = N 
for the problem under consideration.
Since optimization problem is about joint op-
timization of power and spectrum allocation, 
each firefly, xi, will be made up of a power vec-
tor (xP,i) and a spectrum allocation matrix (xC,i).  
Equation (17)  applies when the values being 
considered are continuous. It will, therefore, 
apply only to the power vector. It will not apply 
to the spectrum allocation matrix because the 
values in the matrix are binary (0 or 1). The fol-
lowing equation will be used for computing the 
distance (rij,C) between two channel allocation 
matrices:
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where xCm,d,i and xCm,d,j are the channel alloca-
tion values in fireflies i and j, respectively at 
position m,d in the channel allocation matrix. 
The following equation will be used for com-
puting distance between two power vectors:
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where xPd,i and xPd,j are the power vectors in 
fireflies i and j, respectively.

New power vector and channel matrix for each 
firefly, xi, will be computed according to equa-
tion (20) and (21), respectively.
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Pd i Pd i o Pd j Pd i t tx x e x xγβ α ε−+ = + − +

(20)
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1 .ij C

m d i m d i m d j m d i

rt t t t i
C C o C C t tx x e x xγβ α ε−+ = + − +

(21)
Since the channel allocation matrix is made up 
of binary values, equation (21) will not apply 
for the channel allocation matrix since firefly 
movement results in values that are not binary. 

Algorithm 1.  Joint power and spectrum allocation using 
firefly algorithm.

Step 1: 
      Specify M, N 
      Set the dimension of fireflies D
Step 2: 
      Initialize the control parameters of the algorithm 
      α, β, γ, number of fireflies NP and maximum 
      number of iterations tmax. 
      Generate initial position of each firefly (xi) 
      randomly with each firefly consisting of power 
      vector and channel vector: 
          Set of power vectors in the fireflies: 
          xP = [xP1, xP2, …, xPi, ..., xP,NP] and i ∈ (1, ..., NP)

          Set of channel vectors in the fireflies: 
          xC = [xC1, xC2, …, xCi, ..., xC,NP] and i ∈ (1, ..., NP)

Step 3: 
      Check firefly xi to see if the power values in the 
      power vector are within range. If any values are 
      out of range then create random values that are 
      within range to replace them. 
      Randomly select a single channel for each SU, if 
      there is assignment of more than one channel to a SU.

Step 4: 
      Calculate the brightness/fitness value of each 
      firefly using equation (6) and rank the fireflies 
      according to their fitness values. 
      Find the current best solution.
Step 5: 
      For every firefly, move it to the better solution 
      according to equation (16) through application of 
      equations (20) for power mobility and (21), (22) 
      and (23) for channel matrix mobility.

Step 6: 
      If it reaches the predefined maximum number of 
      iterations, derive the spectrum and power 
      allocation vector of the current best solution 
      mentioned in step 4 and stop the progress, else go 
      to step 3 and continue.
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In order to determine whether xCm,d,i will be 0 or 
1, Sigmoid function is first used to change the 
value after the firefly mobility by the channel 
matrices into a probability value between [0,1]:
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C
C
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(22)

The value for each position in the channel allo-
cation matrix is then computed as follows:
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where 
, ,m d i

t
Cf x= .

The power and channel allocation problem de-
fined in Problem 1 is a constrained optimiza-
tion problem. The most common way to deal 
with constraints when using evolutionary al-
gorithms to solve optimization problems is to 
use an exterior penalty function [24]. Exterior 
penalty functions are preferred over interior 
penalty functions because they do not require 
an initial feasible solution. Penalty functions 
change a constrained optimization problem into 
an unconstrained optimization problem. This is 
achieved by adding to the objective function a 
penalty term that prescribes a high cost for vio-
lation of constraints. The objective function of 
optimization Problem 1 will change to:

2 2

1
max 0, max 0, ,

N
s p

s i p i
i

U c g c gφ
=

   = − −   ∑

(24)

where cp and cs are co-efficients for the two 
penalty terms, gi

s = ρo – ρi and gi
p = ωo – ωi. The 

optimization Problem 1 can then be re-written 
as that in Problem 2.
Problem 2.

                      , arg max ,P A φ∗ ∗ =                (25)
subject to

                    1 min max: ,nC p p p≤ ≤               (26)

                        { }2 ,: 0,1 ,n mC a ∈                  (27)

                     3 ,: 1, ,n m nC a c m= =               (28)

                     4 ,: 0, .n m nC a c m= ≠              (29)

Problem 2 is then solved using algorithm 1.

4. Simulation Set Up

Parameters used in the simulation are outlined 
in Table 1. Simulation was done using Matlab 
R2016a. Matlab is chosen because it is rich in 
in-built functions. SUs (N = 1000 and N = 500) 
are distributed over an area of 1 km2. Figure 2 
shows the network diagram generated in Mat-
lab. Initially SUs are distributed across 10 chan-
nels i.e. M = 10. Initial power assignment is also 
done randomly.

The free space path loss model was used to 
model path loss:

( ) ( ) ( )20log 20log 147.55,PL d d f= + −

(30)

where d is the distance in meters and f is the 
frequency of operation. The proposed resource 
allocation algorithm is then used to assign pow-
er and spectrum to SUs.

5. Performance Analysis

In order to evaluate the performance of FA, its 
performance is compared with those of two 
other joint power and spectrum allocation al-
gorithms: SAP (spatial adaptive play, proposed 
in [19]) and HA (heuristic algorithm, proposed 
in [18]). Performance of FA algorithm is also 
compared with those of two other metaheuristic 

algorithms: genetic algorithm (GA) and particle 
swarm optimization (PSO). Results are gener-
ated for 10 simulation runs and then an average 
is computed for each performance metric under 
consideration.
Parameters used for FA are as follows: βo = 1, 
α = 30, γ = 10, number of fireflies NP = 50. 
Parameters used for PSO are as follows: num-
ber of particles = 50, inertia weights: wmax = 4, 
wmin = 2, social parameter c1 = 2 and cognitive 
parameter c2 = 2. Parameters used for GA are as 
follows: number of chromosomes = 50, muta-
tion rate = 0.8 and selection rate = 0.5.

5.1. Sum Throughput Analysis

Table 2 shows comparison of the five algo-
rithms in terms of sum throughput. For M = 
500, the sum throughput of FA is 2.5%, 2.5%, 
190% and 10.7% higher than that of GA, PSO, 
HA and SAP, respectively. For M = 1000, the 
sum throughput of FA is 13.9%, 11.25%, 24.8% 

and 5.7% higher than that of GA, PSO, HA and 
SAP, respectively.  These results show that FA 
achieves better throughput compared to all the 
rest of the algorithms. This is because FA re-

Table 1.  Simulation parameters.

Parameter Value Description

bm 6 MHz Bandwidth of TV channel

fa 650 MHz Centre frequency of DTV signal

PTV –70.6 dBm Power of DTV signal at victim TV receiver

δn
2 –102dBm Noise power

ωo 23 dB TV receiver SINR threshold 

ρo 7 dB SU SINR threshold 

PBS 36 dBm (4 W) Transmit power of base station

pmax 30 dBm Maximum SU transmit power

μ (cTV, cn) 0, –28 dB Adjacent channel interference co-efficient

GSU 10 dB SU antenna gain

GPU 10 dB PU antenna gain

GBS 10 dB Access point antenna gain

βo 1 FA parameter

α 30 FA parameter

γ 10 FA parameter

NP 20 Number of fireflies

cs 1000 Penalty term for SU interference

cp 1000 Penalty term for PU interference

Figure 2. Network diagram. Table 2.  Comparison of sum throughput for different 
algorithms.

Number 
of SUS Algorithm

Sum 
thoughput 

(Mb/s)

Percentage 
improvement

500

FA 5120

GA 4994 2.5%

PSO 4994 2.5%

HA 1757 190%

SAP 4624 10.7%

1000

FA 5535

GA 4859 13.9%

PSO 4975 11.25%

HA 4435 24.8%

SAP 5236 5.7%
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In order to determine whether xCm,d,i will be 0 or 
1, Sigmoid function is first used to change the 
value after the firefly mobility by the channel 
matrices into a probability value between [0,1]:
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The value for each position in the channel allo-
cation matrix is then computed as follows:
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where 
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The power and channel allocation problem de-
fined in Problem 1 is a constrained optimiza-
tion problem. The most common way to deal 
with constraints when using evolutionary al-
gorithms to solve optimization problems is to 
use an exterior penalty function [24]. Exterior 
penalty functions are preferred over interior 
penalty functions because they do not require 
an initial feasible solution. Penalty functions 
change a constrained optimization problem into 
an unconstrained optimization problem. This is 
achieved by adding to the objective function a 
penalty term that prescribes a high cost for vio-
lation of constraints. The objective function of 
optimization Problem 1 will change to:
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max 0, max 0, ,

N
s p

s i p i
i

U c g c gφ
=

   = − −   ∑

(24)

where cp and cs are co-efficients for the two 
penalty terms, gi

s = ρo – ρi and gi
p = ωo – ωi. The 

optimization Problem 1 can then be re-written 
as that in Problem 2.
Problem 2.

                      , arg max ,P A φ∗ ∗ =                (25)
subject to

                    1 min max: ,nC p p p≤ ≤               (26)

                        { }2 ,: 0,1 ,n mC a ∈                  (27)

                     3 ,: 1, ,n m nC a c m= =               (28)

                     4 ,: 0, .n m nC a c m= ≠              (29)

Problem 2 is then solved using algorithm 1.

4. Simulation Set Up

Parameters used in the simulation are outlined 
in Table 1. Simulation was done using Matlab 
R2016a. Matlab is chosen because it is rich in 
in-built functions. SUs (N = 1000 and N = 500) 
are distributed over an area of 1 km2. Figure 2 
shows the network diagram generated in Mat-
lab. Initially SUs are distributed across 10 chan-
nels i.e. M = 10. Initial power assignment is also 
done randomly.

The free space path loss model was used to 
model path loss:

( ) ( ) ( )20log 20log 147.55,PL d d f= + −

(30)

where d is the distance in meters and f is the 
frequency of operation. The proposed resource 
allocation algorithm is then used to assign pow-
er and spectrum to SUs.

5. Performance Analysis

In order to evaluate the performance of FA, its 
performance is compared with those of two 
other joint power and spectrum allocation al-
gorithms: SAP (spatial adaptive play, proposed 
in [19]) and HA (heuristic algorithm, proposed 
in [18]). Performance of FA algorithm is also 
compared with those of two other metaheuristic 

algorithms: genetic algorithm (GA) and particle 
swarm optimization (PSO). Results are gener-
ated for 10 simulation runs and then an average 
is computed for each performance metric under 
consideration.
Parameters used for FA are as follows: βo = 1, 
α = 30, γ = 10, number of fireflies NP = 50. 
Parameters used for PSO are as follows: num-
ber of particles = 50, inertia weights: wmax = 4, 
wmin = 2, social parameter c1 = 2 and cognitive 
parameter c2 = 2. Parameters used for GA are as 
follows: number of chromosomes = 50, muta-
tion rate = 0.8 and selection rate = 0.5.

5.1. Sum Throughput Analysis

Table 2 shows comparison of the five algo-
rithms in terms of sum throughput. For M = 
500, the sum throughput of FA is 2.5%, 2.5%, 
190% and 10.7% higher than that of GA, PSO, 
HA and SAP, respectively. For M = 1000, the 
sum throughput of FA is 13.9%, 11.25%, 24.8% 

and 5.7% higher than that of GA, PSO, HA and 
SAP, respectively.  These results show that FA 
achieves better throughput compared to all the 
rest of the algorithms. This is because FA re-

Table 1.  Simulation parameters.

Parameter Value Description

bm 6 MHz Bandwidth of TV channel

fa 650 MHz Centre frequency of DTV signal

PTV –70.6 dBm Power of DTV signal at victim TV receiver

δn
2 –102dBm Noise power

ωo 23 dB TV receiver SINR threshold 

ρo 7 dB SU SINR threshold 

PBS 36 dBm (4 W) Transmit power of base station

pmax 30 dBm Maximum SU transmit power

μ (cTV, cn) 0, –28 dB Adjacent channel interference co-efficient

GSU 10 dB SU antenna gain

GPU 10 dB PU antenna gain

GBS 10 dB Access point antenna gain

βo 1 FA parameter

α 30 FA parameter

γ 10 FA parameter

NP 20 Number of fireflies

cs 1000 Penalty term for SU interference

cp 1000 Penalty term for PU interference

Figure 2. Network diagram. Table 2.  Comparison of sum throughput for different 
algorithms.

Number 
of SUS Algorithm

Sum 
thoughput 

(Mb/s)

Percentage 
improvement

500

FA 5120

GA 4994 2.5%

PSO 4994 2.5%

HA 1757 190%

SAP 4624 10.7%

1000

FA 5535

GA 4859 13.9%

PSO 4975 11.25%

HA 4435 24.8%

SAP 5236 5.7%
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sults in more optimal power and spectrum al-
location that minimizes interference and hence 
maximizes throughput.

5.2. SU SINR Analysis

Table 3 shows comparison of performance of 
FA and the rest of algorithms under consider-
ation in terms of percentage of SUs below the 
required SU SINR threshold of ρo = 7 dB. For 
M = 500, number of SUs below SINR threshold 
for GA, PSO, HA and SAP is higher by 1.2%, 
1.2%, 13.2% and 1.2% respectively. For M = 
1000, number of SUs below SINR threshold 
for GA, PSO, HA and SAP is higher by 5.4%, 
5.3%, 13.2% and 5.4%, respectively.  Results, 
therefore, for both M = 500 and M = 1000 show 
that FA has lower percentage of SUs that fall 
below the 7 dB minimum SINR threshold com-
pared to the rest of the algorithms.
Comparison of performance of the algorithms 
in terms of cumulative distribution SU SINR is 
shown Figure 3 and Figure 4. Figure 3 shows 
cumulative distribution of SU SINR for M = 
500. Figure 4 shows cumulative distribution of 
SU SINR for M = 1000.  The two figures also 
show that FA always has a higher percentage 
of SUs above most of the SINR values. This is 
because FA has a more optimal resource alloca-
tion compared to the rest of the algorithms.

5.3. PU SINR Analysis

Table 4 shows performance comparison of the 
proposed algorithm with other algorithms in 
terms of PU SINR. 

For M = 500 and M = 1000, the PU at the edge 
of protection region if fully protected since 
PU SINR is greater than the 23 dB minimum 
threshold. Results show no significant differ-
ence in performance in terms of PU SINR be-
tween FA and the rest of the algorithms. This is 
mainly because the PU penalty term is very low 
compared to other terms in equation (24)

5.4. Running Time Comparison

In order to compare the run time of algorithms, 
Matlab timeit() function is used. Each of the 
five algorithm's function handles was passed to 
the function. The specifications for the comput-
er used to run the simulations are as follows: 
64 bit Windows 7 operating system, 4GB RAM 
and 2.5 GHz dual-core processor. The function 
timeit() calls a measured function several times 
and then returns a median of the computed run-
ning time for a measured function.
Results of running time comparison are shown 
in Table 5. Results show that, in terms of re-
sponse time, FA is better that GA (requires 
219% more time) and SAP (requires 80% 
more time). HA has the lowest response time 
(requires 68% less time compared to FA). Al-
though HA has lower running time, results of 
throughput and SU SINR show that HA results 

in very poor resource allocation. FA and PSO 
have no difference in terms of running time, 
but FA has better resource allocation since it 
achieves higher throughput and results in better 
SU SINR performance compared to PSO.

6. Conclusion

In this paper we have proposed a continuous-bi-
nary firefly algorithm for resource allocation in 
a GLDB based TVWS network. Results show 
that the proposed algorithm results in improved 
sum throughput and SU SINR. Compared to 
other algorithms, the running time of the pro-
posed algorithm is better, except to that of PSO. 
The proposed algorithm also shows that the FA 
and other metaheuristic algorithms, such as GA 
and PSO, can be applied whenever the optimi-
zation variables consist of both binary and con-
tinuous variables.
Future work will be to analyze the effect of 
changing FA parameters, how to choose the 
best channel when firefly movement result in 
allocation of more than one channel and testing 
the proposed algorithm in a real world TVWS 
network in order to validate its performance.
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sults in more optimal power and spectrum al-
location that minimizes interference and hence 
maximizes throughput.

5.2. SU SINR Analysis

Table 3 shows comparison of performance of 
FA and the rest of algorithms under consider-
ation in terms of percentage of SUs below the 
required SU SINR threshold of ρo = 7 dB. For 
M = 500, number of SUs below SINR threshold 
for GA, PSO, HA and SAP is higher by 1.2%, 
1.2%, 13.2% and 1.2% respectively. For M = 
1000, number of SUs below SINR threshold 
for GA, PSO, HA and SAP is higher by 5.4%, 
5.3%, 13.2% and 5.4%, respectively.  Results, 
therefore, for both M = 500 and M = 1000 show 
that FA has lower percentage of SUs that fall 
below the 7 dB minimum SINR threshold com-
pared to the rest of the algorithms.
Comparison of performance of the algorithms 
in terms of cumulative distribution SU SINR is 
shown Figure 3 and Figure 4. Figure 3 shows 
cumulative distribution of SU SINR for M = 
500. Figure 4 shows cumulative distribution of 
SU SINR for M = 1000.  The two figures also 
show that FA always has a higher percentage 
of SUs above most of the SINR values. This is 
because FA has a more optimal resource alloca-
tion compared to the rest of the algorithms.

5.3. PU SINR Analysis

Table 4 shows performance comparison of the 
proposed algorithm with other algorithms in 
terms of PU SINR. 

For M = 500 and M = 1000, the PU at the edge 
of protection region if fully protected since 
PU SINR is greater than the 23 dB minimum 
threshold. Results show no significant differ-
ence in performance in terms of PU SINR be-
tween FA and the rest of the algorithms. This is 
mainly because the PU penalty term is very low 
compared to other terms in equation (24)

5.4. Running Time Comparison

In order to compare the run time of algorithms, 
Matlab timeit() function is used. Each of the 
five algorithm's function handles was passed to 
the function. The specifications for the comput-
er used to run the simulations are as follows: 
64 bit Windows 7 operating system, 4GB RAM 
and 2.5 GHz dual-core processor. The function 
timeit() calls a measured function several times 
and then returns a median of the computed run-
ning time for a measured function.
Results of running time comparison are shown 
in Table 5. Results show that, in terms of re-
sponse time, FA is better that GA (requires 
219% more time) and SAP (requires 80% 
more time). HA has the lowest response time 
(requires 68% less time compared to FA). Al-
though HA has lower running time, results of 
throughput and SU SINR show that HA results 

in very poor resource allocation. FA and PSO 
have no difference in terms of running time, 
but FA has better resource allocation since it 
achieves higher throughput and results in better 
SU SINR performance compared to PSO.

6. Conclusion

In this paper we have proposed a continuous-bi-
nary firefly algorithm for resource allocation in 
a GLDB based TVWS network. Results show 
that the proposed algorithm results in improved 
sum throughput and SU SINR. Compared to 
other algorithms, the running time of the pro-
posed algorithm is better, except to that of PSO. 
The proposed algorithm also shows that the FA 
and other metaheuristic algorithms, such as GA 
and PSO, can be applied whenever the optimi-
zation variables consist of both binary and con-
tinuous variables.
Future work will be to analyze the effect of 
changing FA parameters, how to choose the 
best channel when firefly movement result in 
allocation of more than one channel and testing 
the proposed algorithm in a real world TVWS 
network in order to validate its performance.
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