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This paper presents the performance comparison of
Lightweight Agents, Single Mobile Intelligent Agents
and Remote Procedure Call which are tools for im-
plementing communication in a distributed computing
environment. Routing algorithms for each scheme is
modeled based on TSP. The performance comparison
among the three schemes is based on bandwidth over-
head with retransmission, system throughput and system
latency. The mathematical model for each performance
metric is presented, from which mathematical model is
derived for each scheme for comparison. The simulation
results show that the LWAs has better performance than
the other two schemes in terms of small bandwidth
retransmission overhead, high system throughput and
low system latency. The Bernoulli random variable is
used to model the failure rate of the simulated network
which is assumed to have probability of success p = 85%
and the probability of failure q = 15%. The network
availability is realized by multiplicative pseudorandom
number generator during the simulation. The results of
simulation are presented.

Keywords: throughput, retransmission overhead, la-
tency, Bernoulli random variable, distributed computing

1. Introduction

The evolution of computer network has brought
a great improvement to data communication and
it is now a veritable means of data transmission
[1-2]. Themodern data communication network
is increasingly becoming more complex, and in
this information age, impressive growth is ex-
pected in the use of communication networks,
not only in the developed world but also in the
developing countries, therefore more intelligent
application software will be required for effec-
tive and efficient data transfer in the distributed

computing environment. The present data com-
munication networks are usually conglomerates
of many heterogeneous, very often incompati-
ble, multi-vendor components which call for
intelligent applications for moving data across
different networks. The enormous increases in
the size and complexity of these communica-
tion networks are fueling the increase in re-
search for intelligent network application sys-
tems. The main objective of this intelligent
distributed network applications system is to
improve efficiency, reliability and availability
of the networks and provide a higher degree of
performance in an efficient and cost effective
manner. In this paper, performance evaluation
of Remote Procedure Call (RPC), Single intel-
ligent Mobile Agent (SMA) and Lightweight
Agents (LWA) was carried out; it reveals some
salient performance benefits of LWAs over both
RPC and SMA for data transfer across dis-
tributed computing environment. We have con-
sidered these three schemes carefully, because
they appeared as the main technologies used
for implementing distributed systems. RPC is
used as client/server paradigm while SMA is
an intelligent self-contained and autonomous
agent also used to implement distributed sys-
tems, and LWAs are tiny multi-agents that have
limited intelligence in their problem solving do-
main. Communication infrastructure provided
by multi-agents systems allows their interac-
tions with each other which results in their
global intelligent behavior. The agents in this
system are entities with the ability to sense their
immediate environment and undertake simple
processing of environmental observations in or-
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der to perform simple computational task. Their
comparison highlights the advantages and dis-
advantages of using any of the schemes in a
distributed environment.

The rest of this paper is organized in the fol-
lowing sections: Section 2 presents the con-
cept of mobile codes. In Section 3, the TSP
routing model for the agents is discussed. Sec-
tion 4 discussesmodel formulation forBernoulli
Random Variable (BRV), RetransmissionOver-
head due to denial of service, system throughput
and latency, while Section 5 is the mathemati-
cal models for each scheme considered in this
work. Section 6 discusses system simulation
model and experiment, Section 7 presents sim-
ulation result analysis for each scheme and fi-
nally Section 8 concludes the paper.

2. Communication Model

Code mobility in distributed computing envi-
ronment subtly started with process migration
which enables a process to transfer its execution
between two or more machines or two or more
processors in the same machine. Migrating pro-
cesses in distributed computing environment is
fully functionally dependent on the operating
system. The advantages attributed to process
migration includes: efficient load distribution
which is achieved by moving processes from
congested nodes to less busy nodes, increases
fault tolerance of the system by moving pro-
cesses away from nodes that may be experienc-
ing partial failure, improve system administra-
tion by moving processes away from the node
that is about to be off and, lastly, data are made
locally available when processes are migrated
to the source or closer to the source of data [7].
Despite the laudable advantages of process mi-
gration, [5] itemized some salient reasons why
process migration is yet to gain widespread ac-
ceptance.

Distributed computingwhich is believed to have
evolved from traditional dumb terminals hooked
to the mainframe or central computer saddled
with the sole responsibility of file processing.
The improved processing capacity of personal
computers (PC) allowed the possibility of shar-
ing someprocessing resources between themain-
frame and the PCs attached to it. This gave birth
to the client/server architecture which offers

better computing control [8]. The communicat-
ing entities have a well-defined role; the client
sends request to the server, the server processes
the request and informs the client when the pro-
cess is completed. The result of the process is
sent back to the client. This model makes client
dependent on the server. One of the widely ac-
cepted applications of client/server paradigms
is the RPC.

2.1. RPC communication model

RPC has gained some degree of acceptance
since majority of Internet applications are based
on it. Unlike classical client/server model that
operates throughmessage passing,which places
the burden to determine network addresses and
system synchronization points on the program-
mer, the client merely requests a service from
the server and thenwaits for reply. The call mes-
sage contains the parameters of the procedure
and the reply message contains the procedure
results.

2.1.1. Mobile agent concept

Mobile agent is defined as a computer software
that possesses both code and data which is able
to migrate (move) from one computer system
to another on a heterogeneous communication
network autonomously and continue its opera-
tion on the destination system. It assumes the
combination of distributed computing technol-
ogy and software agent technology. Here, flex-
ibility is the core of the system. Any host on
the network could possess the combination of
know-how, resources and the processing abil-
ity. This system gives a good situation of open
system and peer-to-peer communication pro-
cedure. Either of the communicating entities
could be server or client at any situation, de-
pending on the entities where resources are lo-
cated.

2.1.2. Lightweight agents

LWAs are miniature mobile agents that have
small intelligence in their domain, but their
communication with each other and interaction
with their environment is capable of exhibiting
global intelligent behavior. The authors of [9]
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opined that these agents are entities with the
ability to sense their immediate environment
and embark on computational task in the en-
vironment. A global intelligence comes out as
these agents communicate locally among them-
selves. Their interaction with their immediate
environment produces a global intelligence as
end [3]. Lightweight agents can be described as
agents that easily accomplish their goal with a
very negligible code size. They are updatable
and up-gradable at the site of operation, smaller,
simpler, and faster to transport on communi-
cation network due to their minor code size.
In distributed computing system scenario, there
are different types of operating systems. For
an agent to effectively perform data transfer in
these systems, it needs to carry the necessary
protocol for data retrieval and filtering which
applies to the different systems. If the agent
is designed not using LWAs concept, it will al-
ways carry all the protocols that are required for
different systems and, therefore, the code size
will be very large and it will be prone to network
waste resources [4].

3. Routing Model

The cost effective path planning for the three
schemes closely mimics the TSP which could
be formulated as follows: an agent or a process
wishes to visit N distinct nodes on the network
and return to the home or source node. The
latency between nodes k and k+1 on the net-
work is given as tlk,k+1 and also, tlk,k+1 =
tlk+1,k. The agent or process assignment is to
find the sequence of tours so that the overall
distance traveled or cost of travelling is min-
imized. This is synonymous to mobile agent
routing system of [9], but different from routing
technique developed in [12]. Our model calcu-
lates the cost between two nodes on computer
networks during simulation time rather than us-
ing routing table used in [13] which is prone
to memory consumption and which may conse-
quently slowdown the system. Figure 1 gives
a simple hypothetical case for this model. The
PC1 is the source node for the scheme, and there
are sub-tours within our hypothetical network
example. When the agents start their itinerancy
on node PC1, there are three alternative routes
available to the agents. The routes are PC1 to

PC2, PC1 to PC3 and, lastly, PC1 to PC4. The
agents will select the shortest route which is set
to 1 and every other route to the node is set to
0 by the artificial variable X, as shown in equa-
tion 1. Our agents used look ahead algorithms
[14] to select the shortest path among various
alternatives on communication network. It is
worth noting that the agents can move in any
direction (bidirectional) on the network so as
to achieve their objectives. The main goal is
to minimize as much as possible the amount of
bandwidth usage and other associated costs. On
the next system, i.e. PC2, there are also three al-
ternative routes out of which the agents are to
select the shortest path. The exercise is repeated
as in PC1. Every node visited on the network
in one itinerancy is assigned a digital signature
which makes it impossible for another agent of
the same group to visit the same node again.
For simplicity and clear understanding, the dig-
ital signature is assigned B, while all unvisited
nodes are assignedW. It means those nodes need
to be visited. The purpose of digital signature
is to avoid multiple visits to a node during one
itinerancy which may increase bandwidth us-
age. The digital signature gradually disappears
from the components before another round of
system agents’ itinerancy. Generally, the or-
der in which the agents visit the nodes is of the
form i1, i2, i3 . . . iN where N is the last node on
the network. The direction of movement of the
agents is not important since latency between
node k and k+1 is given as tlk,k+1 and tlk,k+1 =
tlk+1,k.

Equation 1 has an artificial parameter which de-
cides whether the path tlk,k+1 is feasible or not.
If the path tlk,k+1 is 0, then it is not feasible,
while if it is 1, the sub tour is feasible. Equation
2 is the maximum or the longest route that agent
can take to accomplish its task on the network,
while equation 3 describes the TPS routing pat-
tern for the three schemes, which minimizes the
total routing cost. The equation illustrates the
typical TSP algorithm:

tlk,k+1 =

⎧⎨
⎩

1 if the edge tlk,k+1 → tlk+1,k
is in the tour

0 otherwise
(1)

Φmax = Max(T(ni)), 0 ≤ i ≤ N (2)
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Min.Z =
N∑

k=1

(tlk,k+1 + tck)Xk,k+1 ≤ Φmax (3)

tlk,k+1 Latency between node k and node k+1
tck Computational time on the node k
ni Total number of nodes on the network
T Tour

Table 1. Notations summary for equations 2 and 3.

Figure 1. Simple routing scenario.

The last row indicates that all nodes on the net-
work have been visited by the agents.

4. Model Formulations

4.1. Bernoulli random model

A Bernoulli trial is an experiment in which
only two outcomes are possible. S={success,
failure} success, with probability ρ, and failure,
with probability 1 − ρ. If X is a discrete ran-
dom variable, which is stochastically based on

the BRV, X will take values of 1 or 0, which
is network availability and network outage re-
spectively.

Therefore, X is considered the random variable
defined by

X (failure) = 0
X (success) = 1

Suppose that P (success)=p.

The probabilitymass function of X is then given
as:

ρ(0) = 1 − ρ (4)

ρ(1) = ρ (5)

Or rather

ρ(x) = ρx(1 − ρ)1−x (6)

Where x = 0, 1

With the normal axiom for probabilities of a
discrete random variable X with X= {x1, x2}:

∞∑
i=1

ρx(xi) = 1 (7)

The cumulative distribution function is given as:

Fx(a) = 1 −
∞∑

x=a

ρx(x). (8)

For the peculiar case of Bernoulli random vari-
able:

1∑
j=0

ρx(x1) = 1 (9)

Since j assumes value of 0 and 1, then we define
the parameters p and q where: P= ρx (1) ranges
between {1, 0}; and q=p. When {x = x1 = 1}
is the network availability with the probability
of P, while the virtual network used in modeling
this work has a state that is model after the BRV
with P=0.85 and q=0.15. This shows that the
network has a downtime of 15%. The network
outage was simulated by multiplicative pseu-
dorandom number generator with probability
distribution that follows the BRV p=0.85 and
q=0.15.
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4.2. Retransmission overhead due to
denial of service

Let f 0
A(t) be a time variate function which rep-

resents denial of service at time t for the system;

And f 1
A(t) is a time variate function for success-

ful service at time t for the same system. Then,
tn∑

t=0
f 0
A(t) equals the total number of denials of

service between simulation times t0 and tn for

the system. Likewise,
tn∑

t=0
f 1
A(t) equals the to-

tal number of successful messages within the
time between simulation times t0 and tn for the
system.

Therefore, the total number of messages sent
within the time is:

=
tn∑

t=0

f 0
A(t) +

tn∑
t=0

f 1
A(t)

=
tn∑

t=0

(f 0
A(t) + f 1

A(t)) (10)

The percentage of message failure is therefore
given as:

tn∑
t=0

f 0
A(t)

tn∑
t=0

(f 0
A(t) + f 1

A(t))
· 100 (11)

For the system between times span t0 and tn.

It should be noted that Figure 3 represents mo-
bile agent, lightweight agents or RPC systems.
It also assumes that f is directly related to the
probability distribution of p and q.

4.3. System throughput

Software throughput is generally defined as the
amount of data the software can process within
a unit of time. Also, [6] defined throughput as
the number of messages the system can handle
within a sample interval of time. Therefore, the
researcher defined software throughput in this
system as number of detected faults that are fun-
neled to the network engineer within a unit of
time.

Let f o
m(m) be a time variate function represent-

ing the number of messages the system can send
within an interval of time for this system and
f 1
m(m) is the time variate representing the num-

ber of messages unsuccessfully delivered.
∫ ts
t0

f o
m(m)dt represents the total number of mes-

sages sent between simulation times t0 and ts
for the system.

Likewise
∫ ts
t0

f 1
m(m)dt is the total message un-

successfully delivered between the simulation
times t0 and ts for the system.

Therefore, the total message successfully deliv-
ered within the simulation time is given as:

Ms =
∫ ts

t0

f o
m(m)dt −

∫ ts

t0

f 1
m(m)dt (12)

Where Ms is the number of messages success-
fully delivered within the time frame.

Hence, the system throughput is given as fol-
lows:

Ts =

∫ ts
t0

f 0
m(m)dt − ∫ ts

t0
f 1
m(m)dt

ts − t0
(13)

4.4. System latency

System latency is defined as the period of time
it takes a packet to travel from source to desti-
nation. In this work, system latency is defined
as the time interval in between when the agent
senses a fault and the time the fault is inter-
preted by FI and then funneled to the network
engineer’s desktop. This is the aggregate de-
lay in receiving a fault message due to traffic,
overhead, etc.

Fault message latency is given as:

lf = Tt − tid (14)

Where tid =
μl

νs
substituting this into the above

equation we have

lf = Tt − μl

νs
(15)
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Where:

lf = fault message latency
Tt = total round trip time
tid = ideal time for fault message transfer
μl = fault message length
νs = Network speed.

5. Mathematical Model Derivation
for each Scheme

5.1. Load across the network

SMA Load across the network

For SMA, the total load transferred across the
network for visiting all the network elements
is expressed in terms of its code size and the
result of its query. During agent itinerancy to
the node, the message size is zero (i.e. y=0)
since the agent only migrates to the nodes with
its code size Xsma and the agent returns with the
same code size, therefore the code size for the
complete itinerancy is 2Xsma and the number of
nodes on the network is N. But the result of its
search from the nodes is represented as Z bytes,
then the total load across the network is given
as:

ηsma = (2Xsma + Z)N (16)

LWAs Load across the network

As in the case of SMA, the agents visit the
nodes with their code size Xlwa and as it returns
to the home node, the total code size becomes
2Xlwa. The message size y=0 and the result of
its search from the nodes is given as Z bytes.
Therefore, the total load across the network is
given as:

ηlwa =
k∑

i=1

(2Xlwa + z)iN (17)

RPC Load across the network

Let the message size from the client be denoted
by y in bytes and the size of reply from the
server be z in bytes, for N nodes the total load
across the network is given as:

ηrpc = 2yN (18)

5.2. Response time of the models

Response time for mobile agent is as shown in
Eq. (19):

MAt
res =

N∑
k=1

(tlk−1,k + tck) (19)

Response time for RPC is denoted as Eq. (20):

RPCt
res =

N∑
k=1

(tlk−1,k + tck) (20)

Response time for Lightweight Agents is pre-
sented in Eq. (21):

LWAt
res =

(
N∑

K=1
(tlk−1,k + tck)

)

Ai
(21)

These equations were formulated in [9].

5.3. Mathematical model for retransmission
overhead

For SMA scheme, if η0
sma represents message

failure and η1
sma denotes message successfully

delivered between time t0 and tn and ReTsma de-
notes retransmission overhead, when these vari-
ables are substituted into equation Eq. (11), we
have:

ReTsma =

ttn∑
t=0

η0
sma(t)

tn∑
t=0

(η0
sma(t) + η1

sma(t))
(22)

Similarly, LWAs’ retransmission is also denoted
as ReTlwa with the same variables as in the case
of SMA:

ReTlwa =

tn∑
t=0

η0
lwa(t)

tn∑
t=0

(η0
lwa(t) + η1

lwa(t))
(23)

And, finally, RPC model for retransmission is
derived from Eq. (11) in the same way for SMA
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and LWAs respectively, as shown in Eq. (24).

ReTrpc =

tn∑
t=0

η0
rpc(t)

tn∑
t=0

(η0
rpc(t) + η1

rpc(t))
(24)

5.4. System throughput

The system throughput can be defined as the
quantum of data the software can process within
a unit of time. During data transfer across the
network, in practical their band to be network
failure which will result in denial of service.
This denial of service will definitely affect the
system throughput i.e. the number of messages
that can be processed within a unit of time.
The system throughput mathematical model for
SMA was derived by substituting Eq. (16) into
equation Eq. (13) which gives:

Ts(sma) =
ηsma

ts − t0
(25)

Also, the system throughput for LWAs’ model
was derived by substituting Eq. (17) into equa-
tion Eq. (13) which gives:

Ts(lwa) =
ηlwa

ts − t0
(26)

Lastly, the RPC mathematical model was devel-
oped by substituting Eq. (18) into equation Eq.
(13) which gives:

Ts(rpc) =
ηrpc

ts − t0
(27)

5.5. System latency

The system latency is to determine the inherent
processing speed of the schemes. This will have
impact on the number of information the system
can process in a unit of time. Consequently, it
will affect the response of the system. Response
time is very crucial in any information search
and retrieval environment. The system latency
is simulated for the three schemes against the
number of nodes on the network.

To build simulation model for SMA response
time, equation 16, which is the average load of

the scheme and equation 19 which is the observ-
able latency of the system (including computer
network latency) are substituted into Eq. (15),
the real system latency. The equation becomes:

lsma
f = MAt

res −
βsma

100kb/s
(28)

Likewise, the simulationmodel for LWAs is car-
ried out by substituting Eq. (17) and Eq. (21)
into Eq. (15) this gives:

llwa
f = lwat

res −
βlwa

100kb/s
(29)

And, finally, the RPC simulation model is done
by substituting Eq. (18) and Eq. (20) into equa-
tion (15). The equation becomes:

lrpc
f = RPCt

res −
βrpc

100kb/s
(30)

We assume 100kb/s for the speed LAN used in
the simulation.

6. System Simulation Model

In this section, a simulator Figure 2 is presented
to simulate the communication model of the
three schemes discussed in Section 2. This sim-
ulator consists of five distinct modules which
are: System Objects consisting of LWAs sys-
tems which is controlled by Lightweight Agents
Controller (LWAC), SMA and RPC systems;
BRV: Network failure generator; computer net-
work size; processing unit and output unit. In
Figure 2, the computer network size is the com-
puter network where the three schemes are ex-
pected to carry out information search and re-
trieval on each node. The network size is ex-
pected to be dynamic due to mobile devices that
enter and leave the network at random. The
BVR: network failure generator is an object
that indicates network availability and failure by
generating signals that represent network failure
to the simulation architecture. The system ob-
ject is the component that consists of the three
systems to be simulated. The processing unit
processes the traffic information while the out-
put unit gives the result of simulation in human
language.

The mode of operation of this simulation ar-
chitecture shows that there is network failure.
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The RPC sends request to different nodes where
information search and retrieval are required
and SMA and LWAs migrate to the network
to visit individual node where computation will
be done. The communication model described
in Section 2 would have continued uninterrupt-
edly, but for network failure. When there is
network failure, retransmission will be neces-
sary to complete the whole process so that the
service is successively completed.

During the simulation work, the following pa-
rameters were defined [5].

Process. A process is the standard representa-
tion for different activities carried out to suc-
cessfully complete a task. In information stor-
age and retrieval scenario, itmay involve search-
ing, filtering and sorting information from a
database.

Request. A process is usually made up of a
series of request and reply cycles. In RPC, the
client forwards request sequentially and reply
is also sent back sequentially. Normally, more
than one request are necessary to complete a
service.

Network Failure Rate. This is the parame-
ter that determines network reliability. This is
measured as the percentage of non availability
of network connections for a specified period of
simulation time.

Retransmission. It is the process of resending
a service that could not be concluded due to
network connection failure.

Fault Tolerance. This shows the degree to
which the system can accommodate network
breakdown. A fault tolerant system will em-
ploy grateful degradation at the time of failure
though the network performance may dwindle.

Message size. It is the size in bytes of a single
request or reply.

Within the context of theoretical framework for
this paper, we demonstrated the influence of
network outage on network performance by us-
ing BRV to model network failure during op-
erational time. In practical sense, there will be
intermittent network failure in any network, ei-
ther due to link failure or network traffic conges-
tion; this may reduce the network performance
and consequently affect management software

 
 
 
 
 
 
 
 
 
 
 
 
 
 

System Objects 

BRV

CN 

PU 

MA

LWA

RPC

SRO 

LWAC 

Legend
LWA Lightweight Agents System
RPC Remote Procedure Calling System
MA Mobile Agent System
LWAC Lightweight Agents Controller
BRV Bernoulli Random Variable
CN Computer Network
PU Processing Unit
SRO System Result Output

Figure 2. Simulation architecture.

on such network. It may increase retransmis-
sion overhead and reduce the system through-
put. In our simulation, we assume 15% down-
time for the simulated network. We also em-
ploy a pseudorandom number generator that
has a time variate probability distribution of
Bernoulli Random Variable (BRV) which is ap-
propriate for simulating network of this status
[5]. The BRV can only accept two inputs, one
or zero, these two state input correspond to net-
work availability or network failure. This ob-
servable fact that is stochastic in nature is easily
expressed with probabilistic distribution using
BRV.

Simulation Experiment

A dynamic virtual network whose network ele-
ments range between 100 nodes to 1000 nodes
was set up in Java run time environment. The
network allows the dynamism of the modern
network as mobile devices can easily come in to
the network and leave at any time. As discussed
in Section 4.1, the simulation system was pro-
grammed so that BRV intermittently generate
network failure during the simulation time. In
our experiment, the RPC scheme employs RPC
communicationmodel to send requests to differ-
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ent nodes on the network. During the simulation
time network failure of 15% was assumed in our
experiment. The model was allowed to commu-
nicate with all nodes on the network using TSP
as routing protocol so that a node is not visited
twice in an itinerancy and the cost in term of
bandwidth (Kb/s) and time (s) were recorded.
Also, SMA with all intelligence required was
allowed to search and retrieve information in
all nodes in the virtual network. LWAs were
also deployed to the virtual network for infor-
mation retrieval. In the case of LWAs, the net-
work is partitioned to the number of agents in
the group. The experiment was allowed to run,
and three different readings were recorded for
each performance metric. The values of the
readings followed the same sequence but with
little variation in the values. The average of the
three readings was taken so as to minimize er-
ror. See Tables 1-3 as samples of the average
readings, on this Table NTS is Network Size.
This same experiment was carried out for each
of the performance metric used to bench mark
the schemes.

7. Analysis of Simulation Result

7.1. System bandwidth overhead
due to retransmission

Retransmission is defined as the process of re-
sending packets that could not get to the re-
quired destination(s) from the source node on
the communication network. The mathematical
model for percentage of message failure was
developed in section three. From Eq. (10), as
the denial of service increases, the need for re-
transmission becomes very obvious. This may
be due to network failure or congestion result-
ing from too much traffic flooding the network.
When this happened, there is the need to re-
transmit the dropped packets so that the ser-
vice will be completed. This situation could
unnecessarily increase the bandwidth overhead,
if allowed unchecked in a system. In this re-
search work, the retransmission due to network
bandwidth usage is compared among the three
schemes (i.e. RPC, Mobile Agent and Swarm
Intelligence). The performance factor for this
simulation is the percentage of the total mes-
sage size that is retransmitted during an opera-
tion varying the number of nodes visited by each

scheme. For simulation purpose in this work,
the network failure rate is fixed at 15% and the
message size from each node is assumed to be
about 1 byte.

Consequent on the above analysis, Figure 3 was
obtained through simulation varying the number
of nodes N for each itinerancy. From this simu-
lation, it is clearly shown that the retransmission
in lightweight agents is far less than in the other
two schemes. Although, batch message transfer
of data across the network is used by both single
mobile agent and the lightweight agent which
promise a shorter-time data transfer across the
networkwhen comparedwithRPC, the distribu-
tive nature of lightweight agents gave it a better
performance than the single mobile agent.
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Figure 3. Retransmissions of the three schemes.

This is an expected result since the load is shared
among the lightweight agents participating in
information retrieval on the network. It is im-
portant to note that the higher the load, the
longer the time it takes to push it across the
network, making it more liable to network fail-
ure. In this simulation, as we vary the num-
ber of nodes on the network, the load to be
pushed across the network increases for the
three schemes.

7.2. System throughput

The objective of this experiment is to deter-
mine the general performance of the message
throughput for each scheme. System through-
put has been defined as the amount of messages
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that can be handled by an application software
system within a unit of time [6]. The mes-
sage from one node is estimated to be 1 byte,
the messages increase as the number of nodes
varies. The mathematical model for this experi-
mentwas developed in Section 3. It is clear from
Eq. (13) that as the number of messages succes-
sively delivered increases within the simulation
time, the system throughput increases accord-
ingly as shown in Figure 4. In the graphical
analysis the poor performance of RPC is very
clear when compared with mobile agent and
lightweight agents. Lightweight agents show
a superior performance against single mobile
agent in information delivery scenario. Gener-
ally, the throughput of lightweight agents is dou-
ble that of RPC while it is significantly higher
than single mobile agent throughput. It is inter-
esting to note that throughput decreases as the
load across the network increases.

7.3. System latency

System latency is the time required by software
application to successfully process a piece of in-
formation and send report back to the user. If the
system requires long time to process informa-
tion the real-time result becomes too long and
the information may not be available in timely
fashion.
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Figure 4. Throughputs of the three schemes.

This is important when applications are used
in life saving processes or devices, top man-
agement decision taking or policy, etc. In

this experiment the latency of each scheme is
compared, and from Figure 5, it is shown that
lightweight agents have the least latency. The
latency of RPC is so high because the com-
munication mechanism of RPC requires the
scheme to use the network resources (band-
width) throughout its computation. The net-
work failure does not favor long use of band-
width as it leads to retransmission of informa-
tion to complete a service. This increases the
latency of the scheme. Single mobile agent has
poor performance when compared with Light-
weight agents because the load for a single agent
is shared among many agents, this makes the
processing faster. For the three schemes, as the
load across the network increases the latency
increases this shows that more time is required
for the system to process the information.
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Figure 5. Delays of the three systems.

8. Conclusion

In this paper, we have carried out comparative
evaluation of LWAs, SMA and RPC based on
system overhead with retransmission, system
throughput and system latency in distributed
computing environment. Our evaluation is based
on the simulation results of the schemes. The
results of the simulation on each of the per-
formance metrics show that lightweight agents
are well favored for data communication in dis-
tributed computing network than the other two
schemes. It is shown that as the number of
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network elements increases on the network, the
three schemes experience performance deteri-
oration, but the RPC case is worst due to its
proportionate increase which makes it more li-
able to network failure. The simulated network
failure was fixed at 15% for the simulation.
Generally, lightweight agents prove to be more
efficient and fault tolerant than the other two
existing schemes.
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