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Short Term Electric Load
Prediction Using Fuzzy BP
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The privatization of electricity industry in various parts
of the world has increased the significance of the load
prediction problem and in particular there is a need
to understand and predict the demand for power with
greater accuracy, even in case of imprecise input data.
Prediction of power demand is essential for an efficient
operation of any utility company. In this paper, a
fuzzy version of neural network, namely Fuzzy back
propagation network (Fuzzy BP) has been developed
for short term electric load prediction. The load is
predicted using fuzzy back propagation algorithm. This
model is capable of handling imprecise information in
input data. The proposed architecture consists of a
module with 51 inputs and 24 outputs. The inputs are
fuzzified and the outputs are crisp values representing the
predicted load. The proposed method is implemented in
MATLAB. The simulation results are presented for each
day (24 hours) of the week. Besides this, a multi layer
perceptron (MLP) was also implemented separately and
the load was predicted using back propagation algorithm.
The results obtained from Fuzzy BP were found to be
satisfactory when compared to those of MLP network.

Keywords: fuzzy neuron, fuzzy back propagation, short
term load prediction

1. Introduction

In the electricity supply industry, it is impor-
tant to determine the future demand for power
as far in advance as possible. If accurate es-
timates can be made for maximum and mini-
mum load for each hour, day, month, season
and year, utility companies can make signif-
icant economics in areas such as setting the
operating reserve, maintenance scheduling and
fuel inventory management (Hari Seetha 2005;
2006). Thus, electric load prediction is per-
formed over long, medium and short terms, to
ensure that the resources are made available to
match the demand. Long term forecasting fore-
casts years into the future and helps in invest-

ment planning. Medium term forecasting fore-
casts months ahead and is needed to support
energy procurement, energy marketing, tariff
management, maintenance planning and net-
work design functions. Short-term prediction
is the prediction of load demand, hours or days
into future and is required to support energy
trading and network control functions. The fac-
tors that affect short term load forecasting were
well discussed by Gross and Galiana (1987).
The forecasting procedure depends on the man-
ner in which historical data is analysed and on
the type of information available at the time the
forecast is prepared (Lijesen 1971). Various
techniques have been applied to the problem of
short term electric load prediction.

The statistical techniques that were widely used
in short term electric load prediction are re-
gression, time series analysis and general ex-
ponential smoothing. Papalexopoulos and Hes-
terberg (1994) described a linear regression
model for short term load forecasting. Haida
and Muto (1994) presented a multivariate lin-
ear regression-based peak load forecasting with
a transformation technique. The transformation
function is used to deal with non-linear rela-
tionship between temperature and load. Per-
formance of the technique is verified with sim-
ulations of actual load data of Tokyo Electric
Power Company. Charytonuik et al. (1998)
used a novel approach to load forecasting by
the application of non-parametric regression.
Amjady (2001) developed a novel approach for
short term load forecasting, which incorporates
the time series modeling of the ARIMA (au-
toregressive integrated moving average) with
the knowledge of experienced human opera-
tors. Although these statistical techniques are
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reliable, they fail to give accurate results when
quick weather changes occur which form a non-
linear relationship with daily load.

Hence results of statistical methods in presence
of such events are not satisfactory as desired.
Therefore the emphasis has shifted to the ap-
plication of various artificial intelligence tech-
niques for short term load forecasting. Among
them, artificial neural networks (ANN) are
widely used for short term electric load pre-
diction. Neural networks attempt to learn by
themselves the functional relationship between
system inputs and outputs. They have the abil-
ity to perform non-linear modeling and adap-
tation. Park et al. (1991) presented an ANN
approach to electric load forecasting and they
used the back propagation algorithm to train the
ANN. Peng et al. (1992) proposed a procedure
for choosing the training cases, which are most
similar to the forecasted inputs. Khotanzad et
al. (1997) described a load forecasting system
known asANNSTLF. It includes twoANN fore-
casters. One of them predicts the base load and
the other forecasts the change in load. The
final forecast is computed by an adaptive com-
bination of these two forecasts. The effect of
humidity and wind speed is considered through
a linear transformation of temperature.

Till date, several researchers have dealt with
the application of various neural networks to
short term load forecasting with varying suc-
cess (Lee at al., 1992; Chen et al., 1992; Lu
et al., 1993; Ranaweera, et al., 1995; Bakirtzis
et al., 1996; Lamedica et al., 1996, Beccali et
al., 2001; Topalli et al., 2003; Carpinteiro et al.,
2004; Satish et al., 2004; Topalli et al., 2006).
Although neural networks are capable of han-
dling nonlinearity between the electric load and
the weather factors that affect the load, they
lack to handle unusual changes that occur in the
environment. Fuzzy logic is often an effective
approach to these uncertainties. Fuzzy logic-
based systems were found to perform well in
a dynamically changing environment. Srinivas
et al. (2002) discussed various applications of
Fuzzy logic. Kyung-Bin Song et al. (2005) de-
veloped a new fuzzy linear regression method
for short term 24 hourly loads forecasting of
the holidays. The concept of fuzzy regression
analysis is employed for STLF. The fuzzy lin-
ear regression model is made from the historical
data and coefficients of the model are solved by
mixed linear programming problem. Tranchita

et al. (2004) proposed a novel method for STLF
based on similar day approach and the use of
soft computing techniques. Hsu et al. (1992)
used a fuzzy expert system for STLF. Experi-
enced operators’ heuristic rules are imbedded
in the knowledge base. Chenthur Pandian et al.
(2006) used fuzzy approach for short term load
forecasting. They took time and temperature as
inputs to fuzzy logic controller with forecasted
load being the output and proved that the per-
centage error in forecasted load when compared
to actual load was within 3%.

Though fuzzy logic systems were proved to be
successful in handling imprecise data, they lack
the ability to learn from experience. Hence
combining neural networks and fuzzy logic can
enhance the capability of intelligent systems to
learn from experience and adapt to changes in
the environment (Satish et al., 2002). Srini-
vasan and Lee (1995) presented a survey of
hybrid fuzzy neural approaches to electric load
forecasting and reported that these models
showed superior performance compared to con-
ventional methods of forecasting. They classi-
fied the published literature based on the com-
bination of fuzzy logic and neural networks as
follows:
a) Fuzzy logic system at the output stage of the

neural networks forecaster to manipulate the
output (Lambert Torres et al., 1990; Kwang-
Ho Kim et al., 1995; Mohammad Tamimi
and Robert Egbert, 2000),

b) Fuzzy logic at the input stage of a neural net-
work to preprocess the inputs (Srinivasan et
al., 1994; 1995),

c) Integrated fuzzy neural network to create
a fuzzy rule base from the historical train-
ing data (Bakirtzis et al., 1995; Dash et al.,
1995) and

d) Separate fuzzy logic and neural network
forecasters to forecast different components
of the load (Ma-Wen Xiao et al. 2002).

Thus, the application of Fuzzy BP algorithm for
short term load forecasting is a novel approach.
Hence in this paper, a fuzzy version of neural
network, namely Fuzzy back propagation net-
work, is applied to short term load forecasting.
The proposed architecture is trained using fuzzy
back propagation algorithm to predict 24 hours
load ahead. Besides this, MLP was also im-
plemented separately to predict next day’s load
using back propagation algorithm.
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2. Fuzzy Neuron and Fuzzy Back
Propagation Network

In the present work, a neural network model
with fuzzy inference (Fuzzy BP network) is
used to predict electric load. It performs the
non-linear mapping between fuzzy inputs and
crisp outputs. The fuzzy neurons in the model
make use of LR-type fuzzy numbers. The trian-
gular type of LR-type fuzzy numbers has been
used for simplification of architecture and re-
duction of computational load. In this section,
the LR-type fuzzy numbers and their operations
required by Fuzzy BP architecture are first pre-
sented. The structure of a fuzzy neuron, the
architecture of Fuzzy BP and its learning mech-
anism are presented next.

2.1. LR-type Fuzzy Number

Definition. A fuzzy number m̃ is said to be
a LR-type fuzzy number [Dubois and Prade,
1979] if and only if

μm̃(x)=

⎧⎪⎨
⎪⎩

L
(m−x

α

)
for x≤m;α>0

R
(x−m

β

)
for x≥m; β>0

(1)

where ‘L’ is a left reference and ‘R is a right
reference, m is a real number, α and β are left
and right spreads respectively. The functions L
and R are defined as follows:

L
(m − x

α

)
= max

(
0, 1 − |m − x|

α

)
R
(x − m

β

)
= max

(
0, 1 − |x − m|

β

)
.

(2)

LR-type fuzzy number m̃ can be represented as
(m,α, β)LR as shown in Figure 1.

Figure 1. A triangular fuzzy number (m,α, β).

2.2. Operations on LR-type Fuzzy
Numbers

Let M̃ and Ñ be two LR-type fuzzy numbers
given by M̃ = (m,α, β) and Ñ = (n, γ , δ).
The basic operations are

Addition:

(m,α, β)LR+(n, γ , δ)LR=(m+n,α+γ , β+δ)LR

Subtraction:

(m,α, β)LR−(n, γ , δ)LR=(m−n,α+δ, β+γ )LR

Multiplication:

(m,α, β)LR
∗(n, γ , δ)LR =⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(mn, mγ + nα, mδ + nβ)LR,

for m ≥ 0, n ≥ 0
(mn, mα − mδ, nβ − mγ )RL,

for m < 0, n≥0
(mn,−nβ − mδ,−nα − mγ )LR,

for m < 0, n < 0

Scalar multiplication:

λ ∗(m,α, b)LR ={
(λm, λα, λβ)LR, ∀λ ≥ 0, λ ∈ R
(λm,−λα,−λβ)RL, ∀λ < 0, λ ∈ R

2.3. Fuzzy Neuron

The fuzzy neuron is the basic element of Fuzzy
BP network (Lee Hahn Ming and Lu Bing Hui,
1994), which is shown in Figure 2.

Figure 2. Fuzzy neuron.
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Given the input vector Ĩ = (Ĩ0, Ĩ1, . . . , Ĩn) and
weight vector W̃0, W̃1, . . . , W̃n), the fuzzy neu-
ron computes the crisp output given by

O = f (NET) = f
(
CE

( n∑
i=0

W̃iĨi
))

. (3)

Here, the fuzzy weighted summation is given
by nẽt =

∑n
i=0 W̃iĨi which is computed first

and NET = CE(nẽt) is computed next. The
function CE is the centroid of triangular fuzzy
number and can be treated as defuzzification op-
eration, which maps fuzzy weighted summation
to crisp value.

Thus, if nẽt = (netm, netα , netβ) is the fuzzy
weighted summation, then the function CE is
given by

CE(nẽt) = CE(netm, netα , netβ)
= netm + (netβ − netα). (4)

The function f is a sigmoidal function that per-
forms nonlinear mapping between the input and
output. f is obtained as follows:

O = f (NET) = 1/(1 + exp(−NET)). (5)

In the fuzzy neuron, both input vector Ĩ and
weight vector W̃ are represented by triangu-
lar LR-type fuzzy numbers. Thus, for input
vector Ĩ = (Ĩ0, Ĩ1, . . . , Ĩn) the input component
Ĩi is represented by the LR-type fuzzy num-
ber Imi, Iai, Iβ i. Similarly, for the weight vector
W̃ = (W̃0, W̃1, . . . , W̃n), theweight vector com-
ponent W̃i is represented as Wmi, Wai, Wβ i.

2.4. Architecture of Fuzzy BP

Fuzzy BP is a three-layered feed forward archi-
tecture. The three layers are: input layer, hidden
layer and output layer. Considering a configu-
ration of t-input neurons, m-hidden neurons and
n-output neurons, the architecture of Fuzzy BP
is shown in Figure 3. Let Ĩp = (Ĩp1, Ĩp2, . . . , Ĩpt),
p = 1, 2, . . . , N, be the pth pattern among N in-
put patterns that Fuzzy BP needs to be trained.
Here, Ĩpi indicates the ith component of input
pattern p and is an LR-type triangular fuzzy
number, i.e., Ĩpi = (Ĩpmi, Ĩpαi, Ĩpβ i). Let Õpi

Figure 3. Three layered Fuzzy BP architecture.
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be the output value of ith input neuron. O′
pj and

O′′
pk are jth and kth crisp defuzzification outputs

of the hidden and output layer neurons respec-
tively. Wij is the fuzzy connection weight be-
tween ith input node and jth hidden node. Vjk is
the fuzzy connection weight between jth hidden
node and kth output node. The computations
carried out by each layer are as follows:
Input neurons: Õpi = Ĩpi, i = 1, 2, . . . , t.

Hidden neurons:
O′

pj = f (NETpj), j = 1, 2, . . . , m,

where NETpj = CE
( t∑

i=0
WijO′

pi

)
.

Output neurons:
O′′

pk = f (NET ′
pk), k = 1, 2, . . . , n,

where NET ′
pk = CE

( m∑
j=0

VjkO′
pj

)
.

2.5. Learning in Fuzzy BP

The learning procedure of Fuzzy BP follows
the gradient descent method of minimizing er-
ror due to the learning (Lee Hahn Ming and Lu
Bing Hui, 1994). Here, the mean square error
function for the pattern p is defined as:

Ep =
∑

i

1
2

(
Dpi − O′′

pi
)2 (6)

where Dpi is the desired output value of ith out-
put unit, and O′′

pi is the actual output of ith

output unit. The overall error of training pat-
tern is E =

∑
p Ep. In the learning phase, the

values of weights will be adjusted to minimize
E. At time t, the weight change value is defined
as:

�W̃(t) = −η�Ep(t) + α�W̃(t − 1) (7)

where η is the learning rate and α is a constant
value. α�W̃(t−1) is a momentum term, which
is added for improving convergent speed.

The term ∇Ep(t) is given by

∇Ep(t) =
( ∂Ep

∂Wm(t)
,

∂Ep

∂Wa(t)
,

∂Ep

∂Wβ(t)

)

where W̃(t) = (Wm(t), Wα(t), Wβ(t)).

3. Proposed Architecture

The fundamental idea behind combined fuzzy
logic and neural network approaches is simple:
the fuzzy logic system models the knowledge
about the system and its input parameters, quan-
titative as well as qualitative, and the neural
network captures the inexplicable relationship
between fuzzy inputs and outputs. This hybrid
approach exploits the inherent properties of neu-
ral networks, such as generalization, graceful
degradation, retrieval from partial information,
learning from well-defined patterns; and prop-
erties of fuzzy systems, such as abstract reason-
ing and human like responses in cases involving
uncertainty and contradictory data. Thus, the
motivation for the proposed architecture is to
evolve a model that exploits parallel computa-
tion while demonstrating the ability to adapt to
uncertainties that occur due to voltage and fre-
quency instability, losses in transmission lines
and unforeseen weather changes.

3.1. Description of Block Diagram of
Proposed (Fuzzy BP) Architecture

The proposed architecture is shown in Figure 4.
It consists of two stages viz., fuzzification that
converts the inputs (load and temperature) into
LR-type fuzzy numbers, Fuzzy BP network is
then trained using Fuzzy back propagation algo-
rithm that gives the crisp value of the forecasted
load.

This is a neuro-fuzzy hybrid system in which
the host is a multilayer feed forward network.
The network maps fuzzy inputs to crisp outputs
making use of back propagation learning.

The block diagram of MLP architecture used
for short term load prediction is also shown in
Appendix III (Figure 12).

The Fuzzy BP and MLP consist of three lay-
ers: input layer, hidden layer and output layer.
The description of nodes in each layer is given
below:

Input layer: Number of nodes = Number of
inputs = 51. Each input data set consists of the
following:
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Figure 4. Block diagram of proposed architecture.

load data of previous day (d-1) Ld−1: 24
inputs,

temperature data of previous day (d-1) Td−1:
24 inputs,

forecasted day’s maximum, minimum and
average temperatures Td: 3 inputs.

Each input to Fuzzy BP network is an LR-type
fuzzy number.

Hidden layer: Number of hidden layers = 1,
Number of hidden neurons in hidden layer (NH)
= 10.

The number of neurons in hidden layer is de-
termined through trial and error procedure for
both Fuzzy BP and MLP.

Output layer: In case of Fuzzy BP, the out-
put layer forms the defuzzification stage, which
gives the crisp output. In both Fuzzy BP and
MLP, number of output neurons in the output
layer is same as number of outputs. Number
of outputs = 24 (predicted load for 24 hours of
forecasted day Ld). Thus the number of inputs
and outputs are fixed.

4. Implementation Aspects

The first step is to obtain an accurate historical
data. This data is divided into two sets: training
set and testing set. The accuracy of prediction
is better when the correlation between training
and testing data is stronger. The training data
has to be chosen carefully to cover the entire
range over which the different variables are ex-
pected to change. Each of the training patterns

consists of an input [load and temperature] and
a corresponding output [load] for 24 hours. In
the load data, generally, all the Sunday’s load
data look alike, all the Monday’s data look alike
and this holds good for all the days of the week.

Hence for testing a day, the training data consid-
ered is the past data same as that of the testing
day. Figure 5 shows 20 training patterns of
Thursday. The first pattern represents the load
of 7th January 1999, the second pattern repre-
sents the load of 14th January 1999 and so on,
and the last pattern represents the load of 29th

July 1999. In all the patterns the two peaks oc-
cur at the same time and the same is true in case
of valley load. The load at each hour is also ap-
proximately the same for all Thursdays. Hence
for predicting the load for 21st Thursday, Fuzzy
BP and MLP are trained with past 20 Thursday
patterns. Each training pattern consists of an
input (each of the past 20 Wednesday’s 24 hrs
load (load data of previous day (d − 1) Ld−1),
each of the past 20Wednesday’s 24 hrs tempera-
ture (temperature data of previous day (d − 1)
Td−1) and corresponding Thursday’s minimum
temperature, maximum temperature and aver-
age temperature ((forecasted day’s maximum,
minimum and average temperatures Td)) and
its corresponding output (each of the 20 corre-
sponding Thursday’s 24 hrs load Ld). In the
same way, to predict the load for a particular
day in a week, Fuzzy BP and MLP are trained
with past 20 corresponding days’ patterns.
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Figure 5. Actual load patterns of Thursday.



274 Short Term Electric Load Prediction Using Fuzzy BP

4.1. Data Preparation

In this stage, the raw input data has to be ar-
ranged as input and output pattern pairs for
training the neural network. Seven months of
past data (from 1st January 1999 to 31st July
1999, as shown in Appendix-I) is used for train-
ing and testing both Fuzzy BP and MLP. The 24
outputs are crisp values and the 51 inputs to
the Fuzzy BP network are to be arranged as LR
type fuzzy numbers after normalization. Nor-
malization is an important stage as it reduces
the learning time for both networks. Both load
and temperaturemust be normalized to the same
range of values.

4.2. Training

Theproposed architecture is trained usingFuzzy
BP algorithm, as shown in the flowchart in Fig-
ure 6. The terms used in the following flowchart
are explained inAppendix-II.MLP is trained us-
ing back propagation algorithm, as shown in the
flowchart in Figure 13. The following training

parameters are determined on a trial and error
basis to reduce the forecasting error for both
Fuzzy BP and MLP (refer to Table A3).

Initial weights between different layers

= (0.5,0.5,0.5),

learning rate (η) = 0.79 and

momentum (α) = 0.59

4.3. Optimum Learning Sequence

In the training stage, each of the Fuzzy BP
and MLP networks are presented with pairs of
several input and corresponding desired output
data. The output always depends on the amount
of data used for training. If insufficient data
is used, then the output will not be a repre-
sentative to true input. On the other hand, if
network is trained with more data inputs, then
the training time becomes longer. So, in order
to determine the optimum number of training
patterns, the proposed architecture was trained
using Fuzzy BP algorithm and MLP was trained
using back propagation algorithm, with first 15,

Figure 6. Fuzzv BP flow chart.
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20 and 25 patterns. This was done for one week.
Among all these cases the results for 20 train-
ing patterns are better than those with 15 and 25
training patterns for both Fuzzy BP and MLP.
Hence the number of patterns (optimum learn-
ing sequence) required to train each of these net-
works efficiently for short term load prediction
is 20. Table 1 and Table 3 (refer to Appendix
III) show the comparison for optimum learning
sequence. It can be noticed that the mean ab-
solute percentage error (MAPE) and maximum
percentage error for 20 training patterns is less
for most of the days in a week. The patterns
in the training set are recursively applied until
either Sum Squared Error (E) is minimum or
number of epochs is 25. Weights are updated
after each pattern presentation.

4.4. Testing

In the testing phase, the Fuzzy BP network and
MLP are presented with an unknown input pat-
tern. Using the final weights obtained after the
training process, the output (predicted load) is
calculated.

5. Results and Discussions

This section presents the results for the follow-
ing case studies.

Case Study 1: Here, the load forecasting for
all the days in a week is performed with Fuzzy
back propagation algorithm by considering

(a)1-15 patterns for training the network and
the 16th pattern for testing.

(b)1-20 patterns for training the network and
the 21st pattern for testing.

(c)1-25 patterns for training the network and
the 26th pattern for testing.

From the above results, the optimum number of
patterns required for training the Fuzzy BP net-
work and MLP, is obtained, as shown in Table
1 and Table 3.

Case Study 2: This compares the results of
short term load prediction using Fuzzy BP net-
work with the results obtained from MLP for
optimum learning sequence.

Observations from the above results are shown
in Table 2 which depicts that, for most of the
days in a week, the results obtained from Fuzzy
BP network are more accurate than those ob-
tained from MLP.

The mean absolute percentage error is calcu-
lated as follows:
mean absolute percentage

error =
(100

n

)∑n
i=1

( |Lacti − Lpredi|
Lacti

)
,

where Lacti is the actual load at ith hour, Lpredi is
the predicted load at ith hour and n = 24 (since
load for each of 24 hrs is considered).
The peak load percentage error is calculated as
follows:
peak load percentage error

= (100)
( |PLacti − PLpredi|

PLacti

)
,

where PLacti is the actual peak load at ith hour
and PLpredi is the predicted load at ith hour.

Table 1 compares the maximum and average
percentage errors obtained when Fuzzy BP was
trained with the first 15, 20, and 25 training pat-
terns for all the days in a week. It shows that
errors are less in the case of 20 training pat-
terns for most of the days in a week. Hence the

Optimum Learning Sequence
Number of Number of Number of

Day Percentage training training training

Error patterns patterns patterns

1-15 1-20 1-25

Max.%Error 5.3924 5.3648 18.6049
Sunday

MAPE 2.2480 2.2310 15.4218

Max.%Error 7.3276 4.5079 14.2035
Monday

MAPE 2.0583 1.7124 12.3420

Max.%Error 4.1420 4.5130 8.2608
Tuesday MAPE 2.0660 1.6452 8.3298

Max.% Error 3.9375 5.4105 7.7308
Wednesday MAPE 1.8551 2.5848 4.7926

Max.%Error 8.0489 1.9961 6.0966
Thursday MAPE 2.6598 0.7620 3.5665

Max.%Error 8.1904 3.4021 12.6674
Friday

MAPE 5.8418 1.7090 10.2127

Max.%Error 6.9615 2.2114 19.8496
Saturday

MAPE 3.5699 1.1981 15.2810

Table 1. Comparison table for optimum learning
sequence.
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Figure 7. Optimum learning sequence.

optimum learning sequence is determined to be
20 (Figure 7). The Fuzzy BP was then trained
with a different set of 20 training patterns i.e.
(1-20, 2-21, 5-24, 10-29 training patterns and
so on) and tested for 21st, 22nd, 25th, 30th cor-
responding day respectively, as shown in the
results depicted by Figures 8, 9, 10 and 11 re-
spectively.

Table 2 shows the observations from the com-
parison of the results obtained from Fuzzy BP
and MLP for the case of optimum learning se-
quence. It also shows the comparison of MAPE
and peak load percentage errors for all the days
in aweek. Formost of the days in aweek, the er-
rors obtained from Fuzzy BP are less compared
to those of MLP.

Figure 8. Comparison of actual and predicted loads of
21st Thursday (using 1-20 Thursday patterns for

training). Maximum % error=2%, MAPE=0.76%
(AL – actual load; PL – predicted load).

Figure 9. Comparison of actual and predicted loads of
22nd Friday (using 2-21 Friday patterns for training).

Maximum % error=1.61%, MAPE=0.78%.

Figure 10. Comparison of actual and predicted loads of
25th Saturday (using 5-24 Saturday patterns for

training). Maximum % error=4.2%, MAPE=2.47%.

Figure 11. Comparison of actual and predicted loads of
30th Monday (using 10-29 Monday patterns for

training). Maximum % error =3.3%, MAPE=1.23%.

Mean Absolute Percentage Peak Load Percentage

Day Error (MAPE) Error

Fuzzy BP MLP Fuzzy BP MLP

Sunday 2.2310 2.5118 0.3379 1.1341

Monday 1.7124 2.2282 4.5084 5.3692

Tuesday 1.6452 1.2081 0.5222 0.2111

Wednesday 2.5848 2.2134 2.066 1.033

Thursday 0.7620 0.8766 0.0199 0.1665

Friday 1.7090 1.9353 0.2406 0.4768

Saturday 1.1981 1.8541 1.0942 1.6331

Table 2. Comparison of average and peak load
percentage errors of Fuzzy BP and MLP.

5.1. Advantages of the Proposed
Architecture

• The proposed architecture mainly works with
fuzzy inputs.

• The fuzzy number being represented in LR-
type reduces network complexity.

• The architecture is simple.

• The operator’s knowledge in the form of
“if. . . then” rules can also be directly applied
as inputs without any preprocessing of the
rules (Srinivasan et al., 1994).
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5.2. Disadvantages of Proposed
Architecture

• A little more calculations are required than
for an ordinary MLP, as shown in Section 2.2.
Hence the time taken to train the Fuzzy BP
network is longer than that of ordinary MLP.

6. Conclusions

The following are the conclusions drawn from
the present work:

• Theoptimum learning sequence for short term
load forecasting is 20 training patterns.

• The proposed method does not require any
heavy computational burden and can be easi-
ly implemented.

• Patterns to be considered for training have an
impact on forecasting the load. High error
is obtained in the case when the test data is
not close enough to any one of the training
data. The size of error increases when the
forecasted day falls in the days interspersed
between seasons, as well as if there is sea-
sonal variation between the training patterns
and the testing pattern.

• The hour at which forecasted load is obtained
using MLP is also the corresponding hour of
forecasted peak load of Fuzzy BP.

• The results show that peak load percentage
error and average percentage error are consid-
erably less for Fuzzy BP, compared to those
of MLP.

7. Scope for Future Work

By using ‘Classification techniques’ or ‘Clus-
tering techniques’ the patterns similar to that of
the testing pattern can be selected (instead of
choosing the patterns corresponding to the day
to be forecasted) from the past data to train the
network. This may further reduce forecasting
error.
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Appendix I: Figures of monthly load and
corresponding temperature patterns
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Appendix II: Terms used in Fuzzy BP
Flowchart:

The terms used in the Fuzzy BP flowchart, as
shown in Figure 6. are described as follows: W
represents the weight matrix between input and
hidden layer, V represents the weight matrix
between hidden and output layer, Ip represents
the training vector for pattern p, O′

pj represents
the calculated output from jth hidden node for
pattern p, O′′

pk represents the calculated output
from kth output node for pattern p, E represents
sum squared error for all patterns, Dpk repre-
sents target output on kth node for pattern p, η
is the learning rate and Eg is the maximum error
tolerance.

Appendix III: Description of Block Diagram
of MLP Architecture:

The following figure shows the block diagram
of MLP that uses back propagation learning to
predict the 24 hours load ahead.

Figure 12. Block diagram of MLP architecture.

The optimal training parameters for MLP are
also determined by trial and error approach. As
an example, the forecasting error (MAPE) for
three different sets of training parameters with
varying number of training patterns is shown in
Table 3. From the table, it can be observed
that the forecasting error is less for most of
the days when the MLP is trained using first
20 training patterns with training parameters
being NH=10, η = 0.79, α = 0.59.
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Figure 13. MLP flowchart.

MAPE

Training Training Training

Day Training Parameters Patterns Patterns Patterns

1-15 1-20 1-25

NH=8,η = 0.5,α = 0.7 5.3173 5.6667 17.8925

Sunday NH=10,η = 0.79,α = 0.59 2.1275 2.5118 16.1565

NH=12,η = 0.9,α = 0.1 4.3836 2.9355 19.4294

NH=8,η = 0.5,α = 0.7 6.4213 5.9944 16.6522

Monday NH=10,η = 0.79,α = 0.59 2.1332 2.2282 13.6286

NH=12,η = 0.9,α = 0.1 6.0627 2.8552 18.3541

NH=8,η = 0.5,α = 0.7 2.3890 2.3313 10.7516

Tuesday NH=10,η = 0.79,α = 0.59 2.1033 1.2081 8.8998

NH=12,η = 0.9,α = 0.1 2.7166 1.1442 15.2960

NH=8,η = 0.5,α = 0.7 3.5541 1.4265 5.7858

Wednesday NH=10,η = 0.79,α = 0.59 1.9478 2.2134 4.8418

NH=12,η = 0.9,α = 0.1 2.9047 2.3717 6.9753

NH=8,η = 0.5,α = 0.7 2.2803 2.3522 5.4404

Thursday NH=10,η = 0.79,α = 0.59 2.6973 0.8766 4.0902

NH=12,η = 0.9,α = 0.1 1.9938 1.1101 4.0275

NH=8,η = 0.5,α = 0.7 2.0755 3.0115 11.1599

Friday NH=10,η = 0.79,α = 0.59 5.6754 1.9353 10.7262

NH=12,η = 0.9,α = 0.1 1.2903 1.3215 12.7522

NH=8,η = 0.5,α = 0.7 2.7219 3.1452 17.2967

Saturday NH=10,η = 0.79,α = 0.59 3.4889 1.8541 15.9874

NH=12,η = 0.9,α = 0.1 2.0256 1.7680 17.8278

Table 3. Comparison of average percentage error of
MLP for different training parameters and training

patterns.

Terms used in MLP flowchart

W – weight matrix between input layer and
hidden layer.

V – weight matrix between hidden layer and
output layer.

Xp – training vector for pattern p.
Ypj – the output of jth node in hidden layer for

pattern p.
Opk – calculated output from kth output node for

pattern p.
E – sum squared error (SSE) of all the patterns.
Dpk – actual output on kth node for pattern p.
η – learning rate.
Eg – maximum error tolerance.
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