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Suspicious E-mail Detection via Decision
Tree: A Data Mining Approach
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Data mining is the quest for knowledge in databases
to uncover previously unimagined relationships in the
data. This paper proposes to apply Decision tree in
Suspected e-mail detection (e-mails about criminal activ-
ities). Deception theory suggests that deceptive writing
is characterized by reduced frequency of first person
pronouns and exclusive words and elevated frequency of
negative emotion words and action verbs. We applied
this model of deception to the set of e-mail dataset, then
applied ID3 algorithm to generate the decision tree. The
decision tree that is generated is used to test the e-mail
as suspicious or not. In particular, we are interested
in detecting fraudulent and possibly criminal activities
from such data.
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1. Introduction

Data mining has recently attracted considerable
attention from database practitioners and re-
searchers because of its applicability in many
areas such as decision support, market strat-
egy, financial forecasts, etc. Combining tech-
niques from the fields like Statistics, Machine
learning, Databases, etc. Data mining helps
in extracting useful and invaluable information
from database. Detecting unusual communica-
tion patterns in various means and channels of
communications represents an important class
of application directly relevant to security in-
formatics [2].

E-mail has become one of today’s standard
means of communication. The large percent-
age of the total traffic over the internet is the
e-mail. E-mail data is also growing rapidly, cre-
ating needs for automated analysis. So, to detect
crime, a spectrum of techniques should be ap-
plied to discover and identify patterns and make

predictions. Data mining has emerged to ad-
dress problems of understanding ever-growing
volumes of information for structured data, find-
ing patterns within data that are used to develop
useful knowledge.

As individuals increase their usage of electronic
communication, there has been research into
detecting deception in these new forms of com-
munication. Models of deception assume that
deception leaves a footprint. The work done
by various researchers suggests that deceptive
writing is characterized by reduced frequency of
first-person pronouns and exclusive words and
elevated frequency of negative emotion words
and action verbs [8]. We apply this model of de-
ception to the set of e-mail dataset and prepro-
cess the e-mail body and to train the system we
used ID3 (Iterative Dichotomiser 3) algorithm
[6] to generate a decision tree that categorize the
e-mail as deceptive or not.

Text classification including e-mail classifica-
tion presents challenges because of large and
various number of features in the data set and
large number of documents. Applicability in
these datasets with existing classification tech-
niques was limited because the large number of
features makes most documents undistinguish-
able.

In many document datasets, only a small per-
centage of the total features may be useful in
classifying documents, and using all the fea-
tures may adversely affect performance. The
quality of training dataset decides the perfor-
mance of both the text classification algorithms
and feature selection algorithms. An ideal train-
ing document dataset for each particular cate-
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gory will include all the important terms and
their possible distribution in the category.

To our knowledge, this is the first attempt to
apply Decision tree to task of Suspicious e-mail
detection (e-mails about criminal activities).

1.1. Motivation

Concern about national security has increased
significantly since the terrorist attacks on 11
September 2001. The CIA, FBI and other fed-
eral agencies are actively collecting domestic
and foreign intelligence to prevent future at-
tacks. These efforts have in turn motivated us
to collect the data and undertake this paper work
as a challenge.

Datamining is a powerful tool that enables crim-
inal investigators who may lack extensive train-
ing as data analyst to explore large databases
quickly and efficiently. Computers can process
thousands of instructions in seconds, saving pre-
cious time. In addition, installing and running
software often costs less than hiring and training
personnel. Also, computers are less prone to er-
rors than human investigators. So this system
helps and supports the investigators.

1.2. Organization of the Paper

The paper is organized as follows: Section 2 de-
fines problem statement and related work in this
area. Section 3 describes the proposedwork and
experimental results are presented in Section 4.
Section 5 discusses performance measure. Fi-
nally, Section 6 concludes the paper and points
out some potential future work.

2. Problem Statement and Related Work

It’s hard to remember what our lives were like
without e-mail. Ranking up there with the web
as one of the most useful features of the Inter-
net, billions of messages are sent each year.
Though e-mail was originally developed for
sending simple text messages, it has become
more robust in the last few years. So, it is one
possible source of data from which potential
problem can be detected. Thus the problem is
to find a system that identifies the deception in
communication through e-mails.

One of the earlier automated deceptive detec-
tion systems, constructed from a record linkage
method based on string comparators [5], was
proposed by Gang Wang, Hsinchun Chen and
Homa Atabakhsh. This method has a restriction
that it often requires intensive computation.

Xindong Wu and Xing Xingquanzhu developed
impact sensitive instance rankingmethod [12] to
identify deception for real world data sets. This
method has a restriction that the switching of
attribute Ai and class C for attribute prediction
APi, the accuracy of APi could be very low.

P. S. Kaila and Skillicon developed a method
based on the singular value decomposition [8]
to detect unusual and deceptive communication
in e-mails. The problem with this approach is
that it does not deal with incomplete data in an
efficient and elegant way and can not incorpo-
rate new data incrementally without having to
reprocess the entire matrix.

Classification is an important data mining prob-
lem. The input is a dataset of training records
(also called training database), wherein each
record has several attributes. Attribute with nu-
merical domains are numerical attributes and at-
tributes whose domains are non non-numerical
are categorical attributes. There is also a dis-
tinguished attribute called the class label. This
classification aims at building a concise model
that can be used to predict the class label of
future, unlabeled records. Many classification
models including Naive Bayes, Decision tree,
Support vector machine, and Neural networks
have been proposed.

[13] compared a cross-experiment between 14
classification methods, including Decision tree,
NaiveBayesian, Neural networks, Linear square
fit, Rocchio. KNN is one of the top performers,
and it performs well in scaling up to very large
and noisy classification problems. [9] showed
a good performance reducing the classification
error by discovering temporal relations in an
e-mail sequence in the form of temporal se-
quence patterns and embedding the discovered
information into content-based learning meth-
ods. Approach to Anomalous e-mail detection
is considered. [15] showed approaches to de-
tect anomalous e-mail and involved the deploy-
ment of data mining techniques. [4] proposed
a model based on the Neural network to clas-
sify personal e-mails and the use of principal
component analysis as a preprocessor of NN to
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reduce the data in terms of both dimensionality
as well as size.

[11] and [14] developed an algorithm to reduce
the feature space without sacrificing remark-
able classification accuracy, but the effective-
ness was based on the quality of the training
dataset.

In the classification experiment for spam filter-
ing, Decision tree showed better result than NB,
NN, or SVM classifier [10].

3. Proposed Work

In this paper, we present a novel data mining
based decision tree algorithm to detect e-mail
concerning criminal activities. It is developed
specifically for detecting deceptive communica-
tion in e-mail. The architecture of the proposed
system is as follows.

Figure 1. Proposed Suspicious e-mail detection system.

The architecture shown above is used to detect
the suspicious e-mails. Connection manager is
used to give the connection between the e-mail
sender and the Processing center. The Content
filter plays the important role i.e., it uses the
preprocessing and classifying algorithm such
as Decision tree, etc. to separate the suspicious
e-mails. This output is delivered to the investi-
gator with the help of Delivery manager.

The proposedmethod is implemented in JDK1.5
because Java is a high performance language for
technical computing. In implementation, there
are three parts: E-mail preprocessing, Building
decision tree and Validation.

3.1. Database Used in Experiment

The Microsoft Access database is used to store
the e-mail messages. The dataset contains the
folder information for each of the suspicious
and normal e-mail. Each message present in the
folders contains the sender and receiver e-mail
address, date and time, subject, body, text and
some other e-mail specific technical details. We
created MS Access database for the dataset to
store the e-mail message, our database contains
two tables. The first table contains the informa-
tion of the e-mail message the sender, subject,
text and other information. The second table
contains the recipient’s information. It contains
the e-mail address of the recipient and the type
(To, Cc, Bcc) in which message was sent to the
recipient.

3.2. Text Classification Architecture

In Figure 2 we present a simple architecture
of text classification systems. There is a pool
of documents which represents the content at
hand that can either be stored on disk, or could
come from data streams or the web. There
are standard preprocessing steps applied to this
document corpus, followed by an appropriate
choice of token models, representation meth-
ods, and labeling systems. Classification mod-
els are chosen to operate on train-validation-test
splits, and classifiers are learned and stored.

Figure 2. The standard text classification set up.
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3.3. E-mail Preprocessing

E-mail preprocessing involves the process of
transforming the training dataset into a repre-
sentation suitable for the decision tree – ID3 (It-
erative Dichotomiser 3) algorithm. This stage
extracts the informational words from the data
set. It consists of the following two steps:
1. Removal of non-discriminative words
2. Suffix stripping.

3.3.1. Removal ofNon-discriminativeWords

In e-mails, certain words are most frequent and
are not discriminative of a message contents,
such as prepositions, pronouns and conjunc-
tions. Examples of such words are “we”, “that”,
“and”,” this”, etc. Some widely used conver-
sational English words, such as “I’m”, “isn’t”,
“can’t”, etc. are of less importance. Elimination
of these terms is performed in this step.

Based on the theory of deception, a deceptive
e-mail will have highly emotional words and
action verbs. So, such words are set as key-
words and extracted from the input dataset and
the most frequent, but less deceptive words are
eliminated in this step. Examples for highly
emotional words and action verbs are “lifeless”,
“anger”, “kill”, “attack”, etc.

3.3.2. Suffix Stripping

Suffix stripping is a process of removing the
commoner morphological and inflexional end-
ings from words in English. Its main use is a
part of a term normalization process that is usu-
ally done when setting up information retrieval
systems. The Porter stemming algorithm (or
‘Porter stemmer’) is used to perform this pro-
cess. Ignoring the issue of where precisely the
words originate from we can say that a docu-
ment is represented by a vector of words, or
terms. Terms with a common stem will usually
have similar meanings, for example:

Assassinate
Assassinated
Assassinating

Frequently, the performance of an IR system
will be improved if term groups such as this are
conflated into a single term. This may be done
by removal of the various suffixes -ED, -ING,

-ION, -IONS to leave the single term assassi-
nate. In addition, the suffix stripping process
will reduce the total number of terms in the IR
system, and hence reduce the size and com-
plexity of the data in the system, which is al-
ways advantageous. Hence, those words which
are extracted from the previous steps are suffix-
stripped to increase their efficiency.

Unfortunately e-mails are usually very noisy
and simply applying text-mining tools to them,
which are usually not designed for mining from
noisy data, may not bring good results.

Prior to indexing and classification, a number
of preprocessing steps were performed.
1. E-mails were converted to plain-text from

.mbox files.
2. Headers and HTML components were re-

moved.
3. Body of the message was extracted.
4. Themessage bodywas tokenized intowords,

stop words were removed, and words were
converted into lower case.

Figure 3 shows an example e-mail, which in-
cludes many typical noises (or errors) for text
mining. Lines 1 and 2 are a header; lines from
4 to 8 are a signature. All of them are supposed
to be irrelevant to text mining. Only line 3 is
actual text content.

1. On Wednesday February 2007 13:39:42-0500, “X” 
2. YYY@Domain.Com 
3. Today there will be bomb blast in parliament house and 
    the US   consulates in India at 11.46 am. Stop it if you 
    could. Cut relations with the U.S.A. Long live Osama 
    Finladen Asadullah Alkalfi. 
4.—
5. ----------------------------------------------------------------------- 
6. Best regards 
7. X 
8 ------------------------------------------------------------------------- 

Figure 3. Example of e-mail message.

Figure 4 shows an ideal output of cleaning of the
e-mail in Figure 3 within it; the non-text parts
(header, signature and quotation) have been re-
moved. The text has been normalized. Specifi-
cally, the extra line breaks have been eliminated.

1. bomb
2. blast

Figure 4. Cleaned e-mail message.
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In this paper, we formalize the e-mail-cleaning
problemas that of non-text data filtering and text
data normalization. By ‘filtering’ of an e-mail
we mean a process of removing the parts in the
e-mail which are not needed for text mining,
and by ‘normalization’ of an e-mail we mean
a process of converting the parts necessary for
text mining into texts in canonical form (like a
newspaper style text).
Header, signature, quotation (in forwardedmes-
sage or replied message), program code, and
table are usually irrelevant for mining, and thus
should be identified and removed (in a partic-
ular text mining application, however, we can
retain some of them when necessary).

Figure 5. E-mail message before preprocessing.

Figure 6. E-mail message after preprocessing.

3.4. Building the Decision Tree

We have used ID3 (Iterative Dichotomiser 3)
Decision tree algorithm to classify the records.
These are a few sets of e-mails used in the ex-
periment and below is the tabulated result after
preprocessing. We have shown some of the at-
tributes in the row. The last column represents
the outcome. Yes (Y) denotes the occurrence
of the attribute in the e-mail and no (N) de-
notes the non-occurrence of the attribute in the
e-mail. By using the tabulated values, the en-
tropy and the information gain of each attribute
is calculated.

E-
mail A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 . . .

Class
(D/ND)

1 1 1 0 0 0 0 0 0 0 0 0 0 D
2 0 0 1 0 0 1 0 0 0 0 1 0 D
3 1 0 1 0 0 0 0 0 0 1 0 0 D
4 1 1 1 0 0 1 0 0 0 0 0 0 D
5 1 1 0 0 0 0 0 0 0 1 0 0 D
6 0 0 0 0 0 0 0 0 0 1 1 0 D
7 1 1 0 1 0 0 0 0 0 0 0 1 D
8 0 0 0 0 0 0 0 0 0 0 0 0 ND
9 0 0 1 0 0 0 0 1 0 0 0 0 D
10 0 0 0 0 0 0 0 0 0 0 0 0 ND

A1–BOMB, A2–BLAST, A3–ATTACK, A4–THREATEN, A5–

KIDNAP, A6–MURDER, A7–DESTROY, A8–WEAPONS,

A9–DANGER, A10–TERRORIST, A11–HIJACK, A12–DISA-

STER. 1–YES, 0–NO, D–DECEPTIVE, ND–NON-DECEP-

TIVE.

Table 1. Sample Training dataset.

E-mail used in the experiments: We have col-
lected over 3000 e-mails through a brainstorm-
ing session, some of them are as follows and the
first example is a real example.

Example suspicious and normal e-mail.

Suspicious e-mail Normal e-mail

Sender: X Sender: y
Sub: Bomb Blast Sub: Hi
Body: Today there will

be bomb blast in
parliament house
and the US consulates
in India at 11.46 am.
Stop it if you could.
Cut relations with
the U.S.A.long live
Osama Finladen
Asadullah Alkalfi.

Body: Hope ur fine!
How are u &
family members?
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3.4.1. Algorithm for Inducing aDecisionTree
from Training Samples

Input: The Training sample, samples repre-
sented by discrete value attributes; the set of
candidate attributes attribute-list.

Output: A Decision tree

Method:
1) Tree is constructed in a top-down recursive

divide-and-conquer manner
2) At start, all the training examples are at the

root
3) Attributes are categorical (if continuous-valu-

ed, they are discredited in advance)
4) Examples are partitioned recursively based

on selected attributes
5) Test attributes are selected on the basis of a

heuristic or statistical measure (e.g., infor-
mation gain)
Conditions for stopping partitioning

6) All samples for a given node belong to the
same class

7) There are no remaining attributes for further
partitioning – majority voting is employed
for classifying the leaf

8) There are no samples left

3.4.2. Proof by Induction

If S is a collection of 50 e-mails in which 38 are
deceptive and 12 are non-deceptive.

Entropy(S) = − (38/50) log2 (38/50)
− (12/50) log2 (12/50)
= 0.7941

Then the information gain is calculated as fol-
lows.

There are 14 occurrences of the attribute Bomb.

Gain(S, Bomb) = Entropy(S)
− (36/50) · Entropy(S non-deceptive)
− (14/50) · Entropy(S deceptive)
= 0.7941 − (36/50) · (24/36, 12/36)
= 0.189

Similarly, there are 10 occurrences of the at-

tribute Attack.

Gain(S, Attack) = Entropy(S)
− (40/50) · Entropy (S non-deceptive)
− (10/50) · Entropy (S deceptive)
= 0.7941 − (40/50) · (28/40, 12/40)
= 0.133

Similarly, there are 9 occurrences of the attribute
Hijack.

Gain(S, Hijack) = Entropy(S)
− (41/50) Entropy (S non-deceptive)
− (9/50) · Entropy (S deceptive)
= 0.7941 − (41/50) · (29/41, 12/49)
= 0.133

Gain(S, Blast) = 0.0567

Gain(S, Kidnap) = 0.0499

Likewise, for all the attributes the information
gain is calculated. The attribute which has the
highest information gain becomes the root node
of the tree. The attribute Bomb has got the high-
est information gain of about 0.189 and hence
it becomes the root node. This process goes
on until all the attributes are mapped in to the
tree based on the sorted information gain. Fol-
lowing the each individual path in the tree, the
rules are generated. The output of this module
is Decision tree and Rules.

Figure 7. Generated Decision tree.
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4. Experimental Results

The application of data mining to the task of au-
tomatic suspicious e-mail classification is done;
experiments were carried out on a small e-mail
corpus. In order to conduct an experiment set-
ting, different sets of 3000 e-mails are used: a
mixture containing 1000 suspicious e-mails and
2000 normal e-mails. The system was trained
with the training dataset and the information
gain and the entropy were calculated. When the
training process was finished, the best quality
rules were taken as the final classification rules.
Some of the rules generated by the Decision tree
based classifications are:

Rule 1: If Bomb=Yes then mail=Deceptive
Rule 2: If Bomb=No and Attack=Yes then mail=

Deceptive else if Attack=No and Blast=yes the
mail=Deceptive

Rule 3: If Blast=No and Hijack=Yes then mail=
deceptive else if Hijack=No and Murder=Yes
then mail=Deceptive

Rule 4: If Murder=No and Death=Yes then mail=
Deceptive else if Death=No and Terrorist=Yes
then mail=Deceptive else if Terrorist=No and
Destroy=yes then mail=Deceptive

This will be the input to the testing stage:

This is the output that is obtained during the
execution:

Figure 8. Proposed framework for suspicious e-mail
detection.

5. Performance Measure

To evaluate the classifier on testing data, we
defined an accuracy measure as follows.

Accuracy(%)=correctly classified emails
/Total emails∗100

Also, precision and recall were used as the met-
rics for evaluating the performance of each e-
mail classification approach.

A. Effect of dataset on performance

An experiment measuring the performance
against the size of dataset was conducted using
dataset of different sizes. For example, in case
of 1000 dataset, accuracy was 96.25% using DT
classifier. Decision tree classifier supports over
95% of classification accuracy for more than
1000 dataset.
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Data size DT

500 93.40

1000 96.25

1500 95.17

2000 95.38

Table 2. Classification result based on Data size.

B. Effect of feature size on performance

The other experiment measuring the perfor-
mance against the feature size was conducted
using different features. For example, in case
of 20 features, accuracy was 93.91% using DT
classifier. The most frequent words in suspi-
cious e-mail were selected as features. Gener-
ally, the result of classification was increased
for all classification methods according the fea-
ture size increased. Decision tree classifier sup-
ported over 94% of classification accuracy for
more than 30 feature size.

Feature size DT

10 91.64

20 93.91

30 94.46

40 94.16

50 94.64

Table 3. Classification result based on Feature size.

6. Conclusions and Further Work

E-mail is an important means for communica-
tion. It is a possible source of data from which
potential problem can be detected. In this paper,
we have employed decision tree-based classifi-
cation approach to detect e-mails in relation to
criminal activities. All the e-mails were classi-
fied as suspicious (1) or not (0). From this ex-
periment, we can find that a simple decision tree
classifier can provide better classification result
for suspicious e-mail detection. In the near fu-
ture, we plan to incorporate other techniques
such as different ways of feature selection, and
classification using other method. One major
advantage of the decision tree-based classifier
is that it doesn’t assume that terms are inde-
pendent and its training is relatively fast. Fur-
thermore, the rules are human understandable

and easy to be maintained. The proposed work
will be helpful for identifying the deceptive e-
mail and will also assist the investigators to get
the information in time to take effective actions
to reduce criminal activities. In the future, we
would add following features to the paper: au-
tomatic reply to the incoming e-mails that are
found deceptive and enabling our application to
work in mobile environment.

A problem we faced when trying to test out new
ideas dealing with e-mail systems was an inher-
ent limitation of the available data. Because we
only have access to our own data, our results
and experiments no doubt reflects some bias.
Much of the work published in the e-mail clas-
sification domain also suffers from the fact that
it tries to reach general conclusion using very
small data sets collected on a local scale.

7. Appendix

We have collected over 3000 e-mails through
a brainstorming session, some of them are as
follows and the first example is a real example.

Live example:

Today there will be bomb blast in parliament
house and the US consulates in India at 11.46
am. Stop it if you could. Cut relations with
the U.S.A. Long live Osama Finladen Asadul-
lah Alkalfi.

Sample training dataset

We are a band of patriot who has currently cap-
tured a Brahmas and a nuclear warhead. We
threaten to destroy the parliament building in
session if any is held. With captures technology
and our expertise. We have startedmass produc-
tion of this ICMS.we can destroy any place, any
time since we have many strategically placed
base stations, throughout the planet.

We, the freedom lovers of India, have planned
an attack on the secretariat, Chennai on 26th
January. We challenge you for the attack and
stop it if you can. This is not just a threaten
mail. So get ready for the attack.

We have planned to attack trade center on the
coming week. This attack is been planned by
us to insist on the freedom of our people. We
are ready to loss our lives for the sake of Our
people if possible, try your level best to save
your lives.
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The lists of supporters of RAM temple con-
struction have been found region wise. These
coverts are going to face drastic consequences
which no one had ever seen in their life. It may
include your name. So roll back your efforts
otherwise?????

One of the key defense research labs of the na-
tional security /national defense agent will be
blown within the next 120 hours.

We are going to attack the US embassy. There
will be a terrorist attack or a bomb scare or an-
thrax spread. Beware of it. We are going to
demolish the US.consultate Building beware .if
possible try to stop it.

We, the terrorist society have planned to do a
bomb blast in the Indian airline plane today.
We don’t like this government. We do this act
as criticism to this government.

We are going to attack the parliament on 28-1-
2006. The bomb will blast at any time .we plan
to kill the leaders. The attack may be on 26-1-
06 to demolish. The republic day parades. It is
not possible to prevent the disaster if possible
save them.

A bomb has been placed in Tajmahal. It may
explode on today .save your people if you wish
to.
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