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1. Introduction  

Investors frequently choose stocks as their asset of choice because of the enormous potential 
rewards they provide [1]. On-the-go stock purchases and sales can be made through the use of a 
downloadable app. Seeds, StockBit, OctaFx, and a great number of additional applications, just like 
them, are all examples of stock programs for mobile devices [2], [3]. Investing in stocks comes with 
both positives and negatives that should be considered. Investing money in companies that do not 
have a track record of success or are accused of fraud can bring about financial devastation and 
bankruptcy [4], [5]. In addition to this, generating money on the stock market necessitates a high level 
of foresight in addition to an extensive understanding of the stock market. 

Therefore, linear regression [6]–[8] and neural networks [9]–[11] are utilized in this study to 
produce projections regarding bank stocks. It is vital to develop simulations utilizing the tools that are 
accessible in order to optimize outcomes, especially buying and selling suggestions on the stock 
market [12]. This is done so investors can obtain a clear image through data trials using neural 
networks and linear regression techniques. 

The data that was used in this investigation came from the Indonesian banking stake held by a 
single corporation. As a result of the size and reputation of the firm, this stock is now frequently 
recommended to investors for use as a bank service provider. This stock has a track record of providing 
superior returns to its shareholders. 
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 There are both gains and losses possible in stock market investing. Brokerage 
firms' stock investments carry a higher risk of loss since their stock prices are 
not being tracked or analyzed, which might be problematic for businesses 
seeking investors or individuals. Thanks to progress in information and 
communication technologies, investors may now easily collect and analyze stock 
market data to determine whether to buy or sell. Implementing machine learning 
algorithms in data mining to obtain information close to the truth from the 
desired objective will make it easier for an individual or group of investors to 
make stock trades. In this study, we test hypotheses on the performance of a 
financial services firm's stock using various machine learning and regression 
techniques. The relative error for the neural network method is only 0.72 
percentage points, while it is 0.78 percentage points for the Linear Regression. 
More training cycles must be applied to the Algortima neural network to achieve 
more accurate results.  
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2. Method 

An early step in this study's contribution is developing a plan outlining the sequence of events that 
will occur throughout the experiment, allowing for more precise and repeatable results. This research 
follows the sequence shown below. 

The research begins with defining the problem and developing a working hypothesis, followed by 
searching for relevant publications or studies. Second, it is time to gather some information. 
Information on a topic may be quickly found by conducting a web search. Yahoo Finance was utilized 
by the research team in this study for its extensive stock database. 

In order to find an appropriate rhythm algorithm for use in forecasting, it is necessary first to 
identify the problem. This study chooses to employ linear regression analysis and a neural network. 
Both approaches can be helpful in data prediction and have their benefits. RapidMiner, a machine 
learning assistance program, is also utilized in this investigation. 

Finally, the fourth step attempts to find answers to the issues identified. The answer is shown as a 
comparison of the accuracy of the linear regression technique and the neural network. 

A neural network is a collection of interconnected computational nodes inspired by the structure 
of the human brain [13], [14]. ANN, like the brain's internal network, is made up of a collection of 
neurons that work together to process and convert incoming data [15], [16]. The term "weight" is used 
to describe this connection. The data collected is then sent into the propagation function's input and 
used to calculate the total load. As shown in Fig. 1, there are three stages in which data will travel: the 
input, the hidden layer, and the output. 

 

Fig. 1.  Neural network 

Linear Regression is divided into two parts: simple and multiple linear regression. Simple linear 
regression is an equation model that uses the relationship of one independent variable/predictor (X) 
with a dependent variable/response (Y) [15]. The difference in the multiple linear regression method 
is that the independent variables have more than one variable [16]. The equation used in linear 
Regression is as follows. 𝑌 = 𝛽0 ⊢ 𝛽1𝑋1 + 𝛽2𝑋2 +⋯ 

3. Results and Discussion 

This project makes use of existing resources by first developing a rapidminer software process 
schematic, as seen in Fig. 2. Rapidminer provides a simple step by running the process scheme that 
has been made to see the prediction results using the neural network method. This neural network still 
uses training cycles = 200 and learning rate = 0.01, which is the default setting from the rapidminer. 
Three tests will be proposed with different training cycles and learning rates to improve accuracy. Fig. 
3 show the neural network architecture for testing process. Fig. 4 shows an example of the prediction 
results performed by a neural network. 
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Fig. 2.  Neural network process 

The input is selected on the neurons, namely low, which goes to nodes in hidden layers 2 and 4. In 
this test, it can be seen that linear Regression still has higher accuracy than the neural network. 
However, the accuracy of neural networks can still be improved by changing the training cycles and 
learning rates used. Therefore, the second test scenario is carried out by changing the training cycles 
to 500, and the learning rate to 0.1. 

 

Fig. 3.  Neural network architecture for testing 

 

Fig. 4.  Prediction results of neural network test 1 
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Open, high, and low inputs are linked to hidden 1 in neural network test 2. In addition, the output 
is linked to nodes 1, 2, 3, and 4. All three types of inputs—open, high, and low—are sent into the 
hidden layer's nodes. 

Table 1 summarizes the error performance outcomes from each approach, allowing us to compare 
their relative precision. The table shows that the third neural network test also has less error than the 
linear Regression. Overall, the bigger the number of training cycles, the better the results. As a result, 
the margin of error is decreasing, and precision is improving. 

Table.1 Error performance 

Method RMSE Absolute error Relative error 
Regresi Linear 80.380 +/- 0.000 61.263 +/- 52.036 0.78% +/- 0.66% 

Neural network (test 1) 103.962 +/- 0.000 88.848 +/- 53.982 1.13% +/- 0.67% 

Neural network (test 2) 91.101 +/- 0.000 76.236 +/- 49.876 0.97% +/- 0.62% 

Neural network (test 3) 67.042 +/- 0.000 56.100 +/- 36.707 0.72% +/- 0.47% 

 

Linear regression processing is seen in Fig. 5. Find RMSE, absolute, and relative errors with apply 
model and performance first. Fig. 6 displays the results of the low attribute prediction of stocks, which 
has a coefficient of 0.977, an error of 0.005, and a standard coefficient of 0.994. 

 

Fig. 5.  Linear regresion process 

 

Fig. 6.  Linear regression prediction results 

Linear Regression is a straightforward method that may be quickly applied to produce reliable 
outcomes. In contrast to other complicated algorithms, training these models requires relatively little 
computing power. Therefore, they may be used even on systems with limited resources. Linear 
Regression's temporal complexity is far lower than other machine learning techniques. Linear 
Regression's mathematical formulae are also easy to grasp and apply. Therefore, learning linear 
Regression is a breeze. 

Finding the nature of the association between variables is a common use of linear Regression 
because of its near-perfect fit to linearly separable datasets. Overfitting can also be mitigated by 
regularization. When a machine learning model catches the noisy data along with the clean, it is said 
to have overfit the dataset, lowering the model's quality and its results on the test data [17]. A 
regularization is a straightforward approach that can effectively reduce a function's complexity to 
mitigate overfitting. 
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Linear Regression is problematic for complicated datasets because it presumes a linear connection 
between input and output variables. In most situations, a straight line does not provide the best fit for 
the data since the connection between the variables in the dataset is not linear [18]. In some cases, a 
more sophisticated function can more accurately capture the information, which is why linear 
regression models typically have poor predictive power [19]. It is essential to adequately handle 
outliers before applying linear Regression to a dataset since they might significantly affect the results. 

On the other hand, neural networks initially improve visual analysis. Artificial neural networks can 
accomplish more complicated tasks than other machines because they are akin to human brain 
networks. Neural networks can analyze disorganized data, which is another benefit [20]. ANNs make 
organizing unstructured data simpler.  

Neural networks' adaptability is its third benefit. For any purpose, an ANN changes its structure. 
Neural networks may transition from machine learning to complicated applications. Unlike many 
machine learning techniques and applications, this is flexible. Artificial neural networks swiftly adapt 
to new surroundings and show their talents, suggesting that these networks require less and more 
flexible training. Computation requires no involvement. 

4. Conclusion 

According to the findings of this study, linear Regression and neural networks may be able to be 
used to make accurate predictions on the stock market. When compared to the relative error number 
produced by linear Regression, the neural network technique produces just 0.72% of it, whereas linear 
Regression produces 0.78%. Additional training cycles are required in order to increase the accuracy 
of the predictions made by the neural network. In the not-too-distant future, researchers hope to 
compare the precision of this method with that of many other machine-learning strategies. The 
combination of clustering, classification, and association might be interesting for future 
implementations. 
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