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1. Introduction  

Digitization has a significant impact on all areas of life. Education is one of the sectors affected. 
On the other hand, digitalization also triggers a trend towards developing the amount of data or big 
data, which poses a challenge for educators to make qualitative data analysis effective and efficient. 
Natural language processing (NLP) answers the challenges and demands of digitization. NLP can help 
students understand scientific learning. The application of NLP in education is limited to the 
effectiveness of developing language learning and improving other academic abilities. NLP 
instruments also help analyze problems and make recommendations by simplifying and accelerating 
big data processing [1]. 

NLP is a branch of computational linguistics, artificial intelligence, and computer science aimed at 
understanding human language automatically [2]. The input is given in human language (natural 
language) and converted into output that the machine understands. Information extraction, Spam, 
machine translation, and answer ranking are some of the most common NLP applications [3]. NLP 
makes it easy for academics to explore the insights contained in big data without the burden of heavy 
computing. This paper describes the use of NLP in the scope of higher education, which is intended 
to provide excellent service to students as consumers in the organization of an educational institution. 
With the achievement of excellent service, it can produce a university that has optimal performance 
accountability. 

2. Natural Language Processing: Overview 

Natural Language Processing (NLP) is an area of interest in the artificial intelligence and computer 
science groups. NLP research comprises theories and approaches that enable successful natural 
language communication between humans and computers. NLP combines the scientific fields of 
computer science, linguistics, and mathematics intending to translate human language into commands 
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that computers can execute [4]. Natural language understanding (NLU) and Natural Language 
Generation (NLG) are two approaches to study in NLP [5].  

NLU or linguistics is the study of language and consists of phonology which deals with sound; 
morphology, with word creation; and syntax, with sentences, semantics, and pragmatics, which deals 
with understanding [6]. The main goal of NLU is to understand natural languages by analyzing texts 
and extracting useful information in subsequent assignments [7]. On the other hand, NLG creates texts 
in natural languages that humans can understand using structured data, text, graphics, audio, and video 
[8]. NLG is divided into three categories: text-to-text, such as translators and abstracts [9]; text-to-
other, such as text that produces an image [10]; and other-to-text, like the video to text [11]. The 
division of understanding of NLU and NLG is depicted in Fig. 1. 

 

Fig. 1. NLP classification 

NLP has undergone four stages of development: an early stage before 1956, a rapid development 
from 1957 to 1970, a slowing development from 1971-1993, and a period of recovery from 1994 to 
the present. 

The pioneering period or the beginning of NLP began in 1936. Alan Turing introduced the concept 
of the "Turing Machine". This machine is the theoretical basis for modern computers, the basis for the 
invention of the electronic computer in 1946. This concept laid the foundation for machine translation 
and was later called NLP. This project was put forward by Weaver and Booth  [12]. Shannon used the 
probability method of Markov's discrete processes to automate language descriptions in 1948. Then, 
the notion of thermodynamic entropy was used to calculate the amount of information contained in 
human language using a probabilistic algorithm [13]. Waver's 1949 memorandum brought the idea of 
Machine translation (MT) to the world and inspired many other projects. Waver suggests using ideas 
from cryptography and information theory for language translation. Kleene studied finite automata 
and regular expressions in the early 1950s, and Chomsky created context-free grammar and applied it 
to NLP in 1956. As a result of these efforts, two NLP strategies were generated: rule-based and 
probability. Artificial intelligence (AI) was born in 1956 and supported the development of NLP 
technology over the next few decades, to improve the technical infrastructure of NLU and NLG. 

A significant development occurred from 1957 to 1970 because it was combined with artificial 
intelligence. During this period, the academia of rule-based and probability-based methods developed 
rapidly. One of the significant successful projects of this period is the Transformations and Discourse 
Analysis Project (TDAP) undertaken by the University of Pennsylvania in 1959 and the creation of 
the Brown American English Corpus. The American psychologist Neisser proposed the concept of 
cognitive psychology, which directly linked NLP to human cognition in 1967. This period focused 
more on encoding meaning and developing computationally traceable solutions that previous 
grammatical theories could not offer. An example of other innovations created from this period is 
Chomsky's model of linguistic transformation in 1965 [14], Quillian’s semantic network [15], and 
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Schank's conceptual dependency theory, which explains syntactic anomalies and provides semantic 
representations and other grammar-related innovations [16].  

Besides the many developments in the theory of the second period of NLP, it also produced many 
prototypes. ELIZA by Weizenbaum [17] was built to mimic a conversation between a psychologist 
and a patient by changing or repeating user input. A robot innovation that can manipulate blocks on a 
table shows that understanding natural languages is possible for computers, named SHRDLU 
simulation by Winograd [18]. Wood also developed a system called LUNAR [19], an inference system 
for a database containing information about moonstone samples using augmentation transitions and 
semantic procedures. 

The second phase of the development of NLP took place between 1971 and 1993. Many projects 
were undertaken within NLP in the 1970s; for example, the McKeown TEXT discourse designer and 
McDonald's MUMMBLE response generator use rhetorical predicates to create declarative 
descriptions in short texts (paragraphs) and TEXT to generate responses that can be understood online. 
In the second phase, NLP-based applications cannot be completed quickly, and new challenges related 
to statistical approaches and corpora formation continue to emerge. As a result, many researchers have 
lost faith in NLP research. Thus, the 1970s put NLP research at its lowest point. 

After the mid-1990s, computers became faster and had more storage, sparked NLP research, and 
allowed speech and language processing technologies to evolve. On the other hand, in 1994, the 
commercialization of the internet supported the demand for information, and the extraction of natural 
language-based information was increasing. Joshua Bengio proposed a feed-forward neural network, 
the first neural language model, in 2001. In 2008 Ronan Colbert introduced multitasking on NLP 
neural networks. Tomas Mikolov of Google created Word2Vec in 2013, a statistical method for 
studying word insertion independent of a text corpus using a neural network. Ilya Sutskever proposed 
a sequence-to-sequence learning model in 2014, a general framework for utilizing neural networks for 
mapping one sequence to another. Most researchers use statistical models to help machines understand 
and process human language. Currently, researchers are more focused on updating existing algorithms 
or creating new methods for NLU and NLG and starting to apply NLP with other research subjects. 

3. Natural Language Processing In Education 

Educational natural language processing (e-NLP) is a branch of a study investigating the 
application of natural language processing in Educational settings [20]. This field is an 
interdisciplinary field of automated text analysis in the context of educational research problems and 
applications. ENLP can provide educational policymakers with valuable insights into making policies 
to improve the efficiency and quality of teaching and learning [21]. The three primary responsibilities 
of NLP in research are assessing, utilizing, and processing languages [22]. In Education, there are 
many of data in the form of text, so most NLP research in the field of Education focuses on the use of 
NLP to reveal student behavior (sentiment analysis) [23]–[25], chatbot utilization [26]–[28], machine 
translation [21], [22], [31] and so on. 

3.1. Sentiment Analysis 

Sentiment Analysis is discovering, extracting, and studying personal information using NLP and 

text analysis tools [32]. It is also known as opinion mining because it processes the opinions of 

several people in a particular domain. In the domain of Education, integrating learners' emotions in 

the context of teaching and learning and properly handling emotions during the learning process are 

the focus of two different approaches. In the first approach, emotion is one of the affective domain 

categories that need to be well developed, while the second approach focuses on integrating the 

learner's emotions in the teaching-learning context and adequately handling these emotions during 

the learning process [33]. Sentiment analysis can be described as a non-intrusive, non-invasive, low-

cost, design-based tool for a defined emotion-sensing system [34], can serve to increase student 

profiles with information about themselves. The affective state, through analyzing the traces of his 

behavior in the teaching and learning environment.   

The application of sentiment analysis in education is used to evaluate instruction. Although it has 

been established that qualitative student feedback highlights variables overlooked by quantitative 
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ratings, student ranking in a Linkert-type questionnaire has become the most popular method of 

evaluating instruction in higher education [35]. Compared to qualitative feedback, this feedback has 

a higher level of informativeness and is unstructured, making analysis more difficult. So many 

studies have switched to using sentiment analysis as an alternative solution for analyzing student 

responses in an open survey [36]–[38]. Sentiment analysis also can be a reference in an institution's 

decision-making. The sentiment is used to determine student satisfaction in learning through various 

comments left on various online platforms [39]. Decision-making regarding education in the 

pandemic era can also refer to sentiment analysis results [40].  

Sentiment analysis is an analytical learning method that can provide valuable research 

opportunities in the realm of learning analysis and data mining in the field of Education. The latest 

research adopted a sentiment approach to predict student satisfaction in taking a massive open online 

course (MOOC) [41]. NLP sentiment analysis is used to analyze unstructured textual data to find 

positive or negative sentiments contained in the supervising teacher's notes and to predict the 

probability of dropping out of school.  

Besides the many positive values of using sentiment analysis, some requirements must be met 
beforehand, namely, the need for the availability of large amounts of data in the application of 
sentiment analysis [42]. However, in reality, there is not too much educational data available, so that 
in the application of training algorithms often uses non-educational data that has the potential to have 
differences in the arrangement of patterns and lexicon. The application of sentiment analysis in the 
real world also has other challenges. (1) The attention-based method applied can lead to a misfocus 
on syntactically unrelated words. (2) Conventional methods often fail to identify segments with unique 
sentence structures. (3) Most studies use only one vector to represent the context and target, which 
limits the results of segmentation analysis because natural languages tend to be complex and complex 
[43]. 

3.2. Machine Translation 

The main factor in learning is the occurrence of communication, where this communication cannot 
be separated by language. The understanding process will be very disturbed if there are obstacles to 
understanding the language. Therefore, there needs to be a bridge to overcoming these language 
differences. One solution that can be used in developing and applying machine translation in learning. 
Machine translation (MT) translates from a source text input to text output without human assistance 
[44].  

MT is used to help improve the quality of online education in Africa by leveraging NMT [45]. 
NMT-based translators are also applied in [46], [47] as a supporting medium in learning foreign 
languages independently. 

Machine translation in education was developed with computer-assisted translation (CAT) in 1930. 
The most popular software in this field is google translate using a multilingual neural machine 
translation system that allows zero-shot translation [48], thus being able to translate many languages 
in 2016. There are two machine translation methods: Statistical Machine Translation (SMT) and 
Neural Machine Translation (NMT). 

Statistical machine translation (SMT) is a new machine translation approach that has recently 
shown great progress. This approach uses statistics in translating, built on the concept of probability. 
The SMT system uses a phrase-based model to overcome word-based translation limitations by 
translating long and varied word sequences [49]. Phrase-based SMT is formulated as a log-linear 
combination of several statistical models: translation model, Language model, rearrangement model, 
and word or phrase law [50]. Referring to the opinion of Christopher D Manning and Hinrich Schutze, 
statistical machine translation, or phrase translation, consists of three components: language model, 
translation model, and decoder [51].  NLP applications applied in the language model are speech 
recognition, part-of-speech tagging, and syntactic parsing [52]. SMT excels in terms of flexibility and 
robustness. However, SMT is difficult to process word mapping correctly, it is difficult to determine 
the best phrase candidate from input phrases that have different phrase contexts so that the meaning 
of the translation will be different, it is difficult to predict the derivative structure, and challenging to 
learn a good language model. 
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On the other hand, NMT shows better quality than traditional SMT. The most significant advantage 
of NMT is the gating and attention methods which have proven to be effective in modeling complex 
remote dependencies and alignment relationships in the translation process, which is a challenge in 
SMT [53]. NMT is an approach that uses machine learning or deep learning algorithms in its encoder 
or decoder. 

Referring to [54], NMT sometimes has errors in translating due to coverage problems that cause 
over or under-translation, translation errors due to misinterpreting the natural language of the target 
sentence so that it does not reflect the original meaning of the input sentence, and UNK problems, and 
translation quality declines rapidly if the number of UNK words increased. The advantages of SMT 
include having a mechanism to guarantee each word is translated, treating words as discrete symbols, 
and explicitly recognizing all translations, including the translation of rare words in UNK in NMT. 
This makes many researchers combine the two methods in developing machine translation, including 
in the field of Education. 

3.3. Chatbot in Education 

A chatbot (Chatterbot) is software that communicates with humans (users) and virtual assistants 
that can answer several questions correctly [55]. Chatbot technology is widely used in various fields, 
including industry [56], health [57], marketing [58], tourism [59] even education. Natural language 
processing or artificial intelligence Markup languages are used by all chatbot algorithms to understand 
one or more human languages. 

 Chatbots are text-based and programmed to deal with a limited set of simple questions with 
answers pre-written by the chatbot developer. The chatbot functions like an interactive FAQ and 
displays answers like training results. When faced with complex or unexpected questions, the chatbot 
cannot solve them [60]. Chatbots have evolved to include additional rules and Natural Language 
processing, allowing users to interact with chatbots in a conversational mode. Because they are faced 
with many human languages, the latest form of chatbot is contextually aware and able to learn quickly 
from the input given [61]. 

The chatbot processes user inquiries and responds appropriately based on applicable mechanisms. 
Chatbots can be divided into two categories in communicating. Rules-based chatbots and AI chatbots 
are the two types of chatbots available [62].  

Rule-based chatbots, known as pattern matching, use pattern-matching strategies to group words. 
That way, the bot can provide the correct answer on request. The development of this type of chatbot 
uses Artificial Intelligent Markup Language (AIML) in constructing the chatbot system [63]. The 
weakness of this model is that it cannot provide an efficient output if the input pattern is different from 
the set rules. 

AI chatbots use the help of machine learning algorithms that allow chatbots to learn new things. 
AI chatbots can carry out conversations better than rule-based chatbots because they use machine 
learning algorithms, NLP, and sentiment analysis [64]. Machine learning chatbots allow identifying 
user input. Make decisions and learn from previous input. NLP helps chatbots understand how humans 
communicate and allows chatbots to imitate it. NLP also makes the chatbot understand the 
conversation context even if the user makes an error in writing the message. 

Meanwhile, sentiment analysis makes the chatbot understand the emotions of the user. AI chatbots 
can understand multiple Languages and read the emotions of the users. However, AI chatbots require 
much training and must be equipped with a well-defined response to operating correctly.  

 Some popular chatbot technologies include Apple Siri, Microsoft Carta, Facebook M, and IBM 
Watson. Recently, the use of chatbots as e-learning learning media has increased [65]. Chatbot 
technology is a crucial e-learning innovation. It is the most innovative approach to bridging the gap 
between technology and Education. Including a chatbot enables an engaging learning experience for 
students, similar to one-on-one interactions with teachers. Adopting chatbots in Higher Education is 
associated with several benefits, including increasing student motivation and attention, encouraging 
collaborative learning, promoting communication with friends, and increasing student comfort in 
learning [66].  

There are many approaches related to chatbots in e-learning systems. In [67], the chatbot was 
developed to address students' complaints from the Benin University computer science faculty, using 
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Facebook Messenger and Facebook page hosts as a bridge. Other research builds character chatbots 
that can provide academic information and chatbots about COVID-19. Users can choose whom they 
want to interact with [68]. Chatbot for international students and academics (CiSA) was developed to 
facilitate international students about academics and campus life [69]. 

The use of web bots in developing e-learning chatbots to overcome the problem of delays in 
responding to student questions has also been developed [70] and designed using Google DialogFlow 
and implementing Facebook Messenger. 

Like all NLP innovations, two sides intersect in every aspect. The benefits of sentiment analysis 
in education include applying sentiment analysis and structured and insightful knowledge that can be 
obtained from unstructured text documents, which can be helpful for decision support [39]. In 
addition, this sentiment analysis provides reasons for academics to visit the school's website so that 
the information conveyed will spread more quickly. Colleges or schools can also use this method to 
analyze feedback and comments from surveys to improve their shortcomings [71].  

Although it has many positive values, this sentiment analysis also has negative values. Data loss 
and security issues may arise during analysis [72]. Sentiment analysis also has weaknesses in 
identifying sarcasm, irony, negation, jokes, and hyperbole expressions, thereby reducing the accuracy 
of the analysis [73].  

Sentiment analysis needs to be done in education, seeing this description. The results of this 
analysis can be used as a problem-solving tool in improving the quality of education to suit the needs 
and right on target. Sentiment analysis is also considered to save time and cost for education providers 
overcoming problems because the main problems can be seen clearly. 

Another type of NLP that is often implemented in education is machine translation. This 
technology is an innovation that is considered to be the most helpful in learning activities. This 
machine translator is often a bridge for delivering learning materials if the learning resources differ in 
students' languages. This machine translator also has a relatively short processing time [74]. The 
development of machine translators is very significant and can translate into many languages using 
only one tool.  

Apart from the many benefits. Machine translators are classified as having a reasonably accurate 
translation accuracy. However, these results often do not match the grammar and connotations 
intended by the original text [75]. This weakness will cause a reasonably valuable loss if an error 
occurs in translating essential financing-related documents. The development of machine translation 
is considered a threat to the translation profession [76]. This will indirectly lead to an increase in the 
number of unemployed. 

This machine translator's development has made it easier for us in various jobs related to foreign 
languages. Machine translators are also essential in helping to improve the quality of education 
because literacy sources and references for learning can be obtained from languages and countries that 
have different languages from our native language. It is necessary to conduct a final evaluation using 
a human translator to correct machine translation results to reduce errors in mistranslating. 

The world of education cannot be separated from the interaction of humans with humans or humans 
with machines. The intensity of this interaction tends to be very high, such as in teaching and learning 
activities, administrative processes, or teacher and student consultation activities. In reality, a teacher 
or academic staff cannot facilitate it all. So they often use technical assistance, for example, chatbots. 
This technology was chosen because it can respond quickly compared to humans [77] and is accessible 
anytime. By implementing this chatbot, educational institutions can reduce expenses because the 
number of employees they hire can be reduced. 

Despite its many benefits, chatbots are devoid of emotions and feelings. This causes interactions 
with chatbots to tend to be stiff and unable to cope with sudden changes in conversation [78]. Chatbots 
with AI require continuous optimization, analysis, and maintenance. So educational institutions must 
frequently update data, so chatbots are more interactive [79]. This ongoing maintenance also costs 
much money, affecting the school's finances. As already written, the advantages of chatbots are that 
they can be accessed anytime and limit human interaction. 

Chatbots give Education many conveniences, teaching us other methods to interact with the world. 
This technology has many pros and cons, but Education needs it to carry out administrative activities 
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such as registration and counseling. However, Education cannot entirely rely on chatbots because 
chatbots do not have emotions, so they can cause errors in providing counseling. So, it is necessary to 
combine chatbots with human power to make the suggestions given more rational. Chatbots can limit 
human interaction, but in the current pandemic era, the optimization of chatbots can have other 
positive effects. 

4. Development Directions of NLP in Education 

 In the previous section, it was explained that NLP had provided a variety of innovations in 
today's education. However, the current applications are only a few of the advantages NLP, and other 
artificial intelligence (AI) fields offer for future study. In the future, natural language processing can 
proliferate from what it is today if researchers analyze the weaknesses of existing technologies and 
improve them. The following list is some NLP technology development ideas. More ideas will emerge 
over time 

 As previously written, it can be seen that both sentiment analysis does not work optimally if 
there is sarcasm or negation in the sentence. So we need a breakthrough in overcoming this. Several 
studies use distributed semantic analysis involving word insertion to improve the ability of the 
sentiment analysis algorithm they developed, as in [80] [81]. In addition, sentiment analysis can also 
be done using a lexical approach 

 Future sentiment analysis research in education should also focus more on data generated in 
natural teaching-learning settings, such as interactions between students on remote collaborative 
assignments or discussions in cross-semester forums, to develop generalizable and applicable 
sentiment analysis systems, significantly in the Education scenario.  

 The main drawback of machine translators and chatbots is that they cannot identify the 
emotions contained in the input sentences. These deficiencies can be used as a trigger for innovations 
in developing NLP technology. Innovations that can be created include a combination of chatbots, 
machine translation, and sentiment analysis. The resulting product can be in the form of applications 
or robot assistants where the product is designed based on a question-and-answer chatbot about 
learning life at schools, such as consultation, registration, and other administrative activities. Machine 
translators facilitate international students so that language barriers do not occur, making it difficult 
to operate the innovations developed. Meanwhile, sentiment analysis is applied to analyze the user's 
emotions, with the hope that the user's interaction with the machine will seem more real. 

 Another development based on e-NLP is combining a chatbot with a global position satellite 
(GPS). The purpose of making this application is to answer questions from students and prospective 
students related to the application maker school. GPS is embedded so that answers from bots about 
specific locations in the campus environment and around campus are more precise and accurate. This 
development will benefit students and outsiders who will carry out activities on the campus, especially 
after social distancing and activity restrictions have prevented direct site surveys from being carried 
out. An illustration of a chatbot that can be developed is shown in Fig. 2. 

   

Fig. 2. Chatbot and GPS Development conversation illustration 
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 In addition to the three categories mentioned above, NLP has another category: detecting 
spam in emails based on text classification. This category can be applied in education as a student 
permit detector. This project combines spam detection with sentiment analysis, functioning as a 
detector for the choice of words used in letters. So that it can be known whether the letter was written 
by the student's parent or guardian or by the student's friend. 

 The future of NLP also includes enhanced intelligent search, one of the highlights of expert 
systems. It can be embedded in the school's website to allow users to search for documents or content 
using natural language. This search engine can also be inserted into the chatbot so that the chatbot 
application is faster in finding answers for users from the database. This semantic search can also be 
embedded in the chatbot, making it possible for the user to use the voice-to-text feature and making 
the chatbot more varied and efficient because the user can give commands by voice rather than typing 
through the device. 

5. Conclusion 

NLP is widely used in the higher education sector as a support for independent academic activities 
such as machine translators, decision-makers with sentiment analysis, and administrative activities 
using chatbots. The latest utilization that has not been widely applied in NLP and GPS in the search 
for buildings and educational facilities at universities. With the increasing use of NLP, it is hoped that 
it can support improving service quality to optimize a university's performance. 
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