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1. Introduction 

Biologists and social scientists build relational structures for their study [1]. But the network layout 
of a lot of nodes is very dense. Sometimes used in applied in statistics and machine learning, the 
probabilistic model is a random variable between an independent framework and a classification 
model, probabilistic networks are more often used to produce structure. Different models express the 
likelihood distributions in multidimensional space in different forms [1]. A distinction in terms of 
structure and composition is the form of probability distribution is used to differentiate between the 
two. A Bayesian model is more than just a reflection of information, it is a particular type of 
probability graph. When there are connections between different random variables, it will show 
interdependence [2]. Although an acyclic structure is described as random network between 
parameters, it can also be thought of as a guided acyclic graph.  

A Bayesian network has more often represents a multidimensional distribution or configuration of 
curves rather than arrows since it uses directional edges to express the probability distribution." High-
dimensional modelling will also cost a great deal of money to do. One approach to construct network 
topology is by score and process is another route dependent on restriction. It is difficult to create score 
functions, as well as difficult to check for the optimization space. The primary advantage of the 
methodology based on restrictions is how to accurately determine whether a kind of freedom has been 
achieved. When learning is concerned with network optimization, the best search approach is to use a 
scoring system that allows matching of the highest degree of structure on results [3]. Based on the 
results of the variables being independent of each other, the network can find a way to create a 
Bayesian framework. So far, several clever Bayesian network layout learning algorithms have been 
suggested. That has well-clusters of observations (a frequently used Bayesian network built around 
LFO observations) (PC). Practical, feasible have various advantages and drawbacks, and thus, this 
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algorithm has the network of being used in a wide range of applications, such as in a mixed learning 
situation. "Compensate for network search space constraints with learning algorithm and recover 
Bayesian network score from sparse graph" (CIBNS). Using the Bayesian network to help, and data 
that we were given as an example above, we can cut down on the blindness of the quest [4].  

As a result, a combination of constraint-action and search-based methods will further increase the 
performance of Bayesian network research. Around the same time, it's good for finding the global 
optimum. Since the relationships of random variables can be represented with direct acyclic graphs 
(DAGs) and therefore useful in realms such as artificial intelligence, medicine, bioinformatics, and 
sociology, it has been widely applied in the economy, as well. The framework learning mechanism 
has gained popularity in recent years and is now almost ubiquitous [5]. With regards to learning the 
structures of DAGs from evidence, two methods have predominated: As well, the quest and restriction 
and mixed methods have been used. Rebuilding DAGs Conditional approaches for determining BN 
structure, such as the use of independence measures as well as search-based methods have been 
suggested [6]. Constraint-based methods construct using variables that are conditional independence 
(correlation) dependent on each other He uses IC, PC, and TPDA (three-oriented dependency analysis) 
in this class. A score-based search is used to discover the network's ideal setup under which search 
constraints are applied only to the super structure of the graph. A reduction in the search space will 
result in better solutions [4]. Verma and Pearl gave an IC which looks for all subsets of u and v, for 
the assumption that no subsets of the two variables are conditionally dependent on some other subset 
of variables and all other subsets are independent on that subset of the whole, and which partition S 
into u and v are mutually exclusive and which are mutually nonexclusive. This procedure was 
suggested by Spirtes and Glymour, an iterative way of looking for the cardinality of increasing subsets 
of items was [3]. The PC algorithm constrains the set of vertices that may separate U and V to vertices 
that are either directly connected or that are adjacent to V [7]. As the number of vertices in a DAG 
expands, the asymptotic consistency of the algorithm remains intact. 

2. Related Works 

2.1. Bayesian Network 

Because of their capacity to deal with nondeterministic variables in the physical universe, 
probabilistic models have been widely used in recent years. The joint probability distribution of 
random variables can be defined by a Bayesian network (Bayesian) network (BN) [8]. A Bayesian 
network is a graph in which variables are represented by nodes and Bayesian probabilities are 
described. Structure learning is based learning is just a form of parameter learning. Likelihood is 
obtained for each variable probabilistically for those variables it has to have [9]. It detects a DAG with 
one node for each variable in the structure. Variables used in the system are conditionally independent 
of their non-descendants with regard to their values, whether the conditions specified are not true for 
any of the nodes lower in the network [8]. lately, extensive research has been conducted on discovering 
how BNs work by actual evidence. Learned dependency graph analysis may be a valuable in helping 
to define the problem which is also utilized in solving it (Friedman et al. 1999). The Cooper-
Herskovitzler k2 algorithm was first suggested in 1992, and virtual annealing BN was improved in 
1995 (SA). Genetic algorithm (GA) is used to apply it to the design of the neural network structures. 

A Bayesian network S = {G, θ} for a series of n quantities that expresses the conditional probability 
mass function of its constituent variables and θ is defined by a guided acyclic graph X = {X1, X 2,..., 
X n} etc. 

𝑝(𝐺|𝐷) ∝ 𝑝(𝐺)𝑝(𝐷|𝐺) (1) 

In the Bayesian network, G, a correlation between two variables implies that they are 
interconnected, and an edge occurs. As if the structure G is valid, then it means that prior to seeing 
some data, the prior data holds true. It is conditional on the probability. To treat P (G and D) as a 
ranking [10], one can use a heuristic search algorithm, one can search for a high-scoring network. For 
e.g., a greedy search the area in question, looking at all nearby structures, calculates the score, and 
goes to the structure with the best score. It ends because the new arrangement is greater than any of 
any of the surrounding structures. Hence, computing a network structure can be described as an 
optimization problem [11], where the objective is to find the best possible quality for the training data. 
It can be made using a Bayesian method, minimal knowledge criterion, or a combination of the two. 
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These measurements may be applied to entire networks, and their results summarized as a (or 
composed) as the total (or product) of their parts. It's easier to score and therefore to locate when it's 
done locally. If you are looking for familiarity, K2, HillClimber, SA, and GA are good ways to go. 
Probabilistic models, because of their power to describe uncertain information, are often highly 
effective aids. Probability theory offers an analysis method for determining how the elements are 
linked, to ensure the system's consistency. There is supposed to be little overlap between the two sets 
of findings and different approaches are necessary to come up with new models for the data. Graph 
theory provides an intuitive general-purpose interface for creating arrays of interactional [12], 
variable-structure data that can be used in varied algorithms. Maybe 'probabilistic graphical 
simulations' may be referred to as Bayesian networks.  

While probabilistic networks are a more complex and more flexible technique, Bayesian networks 
(BN) can be considered a simpler analytical approach for machine learning [4]. They can be applied 
through information development, discourse, and derivation. Bayesian network had the structure: 
DAGs with two critical nodes. A variety of the network is created by the parameters and its overall 
configuration. This structure describes parameter dependencies, and these parameters represent 
conditional probabilities [9]. Without an effective search tool, building a Bayesian network is a 
challenge. Given a dataset, the optimization problem of finding the optimum configuration of a 
Bayesian network (BN) is NP-complete [4]. Although significant research to come up with an 
approximation of network structures has been done In essence, there are two approaches to structural 
learning in Bayesian networks. While the first uses constraint-based techniques [13], and searches, 
the second employs a method that utilizes scoring and searching techniques. A calculation is used to 
find the BN composition. 

2.2. Structure Learning of Bayesian Network 

A probabilistic paradigm incorporates mathematics, as well as graphical representations of 
concepts that were developed by graph theory [14]. There are two problems that must be addressed: 
ambiguity and unpredictability. Graphical models are joint probabilistic systems that depict random 
dependency relationships Algorithms provide a large impact in analyzing and in the design and 
development of machine learning approaches Diagrammatic models use probabilities, where nodes 
represent random variables and/association between pairs of variables may be drawn to display 
relationships. compressed mutual likelihood distributions There are two essential kinds of software 
programs: writer-prompts and reader-prompts. Markov Random Fields (MRFs) or Bayesian Networks 
may also be classified as undirected models. Observational learning has been researched throughout 
the latest decade. The use of experience or observed evidence can be used to generate new principles 
[15]. Although there has been some study on this topic, different approaches have been tried Make 
just the changes to the data necessary to reconstruct the feature. To change the whole graph to optimize 
a ranking, but the alterations could create dependencies. The aim of optimization techniques is to 
create a local version of the network to better approximate the global structure. Most analysis with 
Bayesian networks is limited to scenarios in which the configuration does not change. Traditional 
algorithms also used scores were used for the bulk of these algorithms. We may determine the 
likelihood of all DAG models if there are just a few random variables, including all possibilities [12]. 

𝑓(𝑛) =∑(−1)𝑖+1 (
𝑛

𝑖
) 2𝑖(𝑛−𝑖)𝑓(𝑛 − 𝑖)𝑛 > 2

𝑛

𝑖=1

 (2) 

For all practical purposes, this amount should be huge. Checkering has shown that for certain 
groups of DAG-patterns that this is really is so. Using smarter search algorithms may help solve this 
sort of issue. For example, we will select values of a stochastic variable (SV) that increase the 
probability of obtaining p (should be higher than one maximizing model.) As the number of variables 
grows, finding the optimal models among all possible models becomes infeasible to the method. 

2.3. Pigeon Inspired Optimization 

Currently, the majority of Pigeon-inspired optimization (PIO) has been used in continuous 
optimization problems. as the follow-up from problem orientation: the Metropolis adoption of 
simulated annealing is suggested as a solution to this discrete PI-O (DPIO) algorithm; (TSPs).  

𝑉𝑖(𝑡) = 𝑉𝑖(𝑡 − 1). 𝑒−𝑅𝑡 + 𝑟𝑎𝑛𝑑. (𝑃𝑔 − 𝑃𝑖(𝑡 − 1)) (3) 
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𝑃𝑖(𝑡) = 𝑃𝑖(𝑡 − 1)𝑉𝑖(𝑡) (4) 

DPIO is developing a new chart and compass that will make it easier for explorers to understand 
and advance. a modern hallmark operator, which is intended to increase the performance of TSPs 
using cooperative learning and heuristic knowledge. The Metropolis approval criteria is used to 
determine if new solutions should be allowed to converge or not, particularly if they are otherwise 
trying to be effective [16]. Experiments were carried out to observe the behavior of the map and 
compass operator as well as other landmark workers and learn their individual differences.  

 

Fig. 1. Compass operator and map for PIO. 

Pigeon Inspired Optimization is a method is a novel bio-inspired optimization method In terms of 
pigeons [17], it was on the first account that the navigational methodology was created, and in air-
vehicle applications it was later.  

 

Fig. 2. Landmark operator model for PIO. 

Any PIO has two essential-valued components: a mapping driver and a way finder, and a 
geographic/direction driver, and another that values landmarks. In the map and compass domain 
driver, there are many suns, while in the landmark driver, there are just a few landmarks [16]. In 
layered form, it mimics the aptitude of handyman do vessel pigeons during the map and compass, 
each team member learns new navigation techniques, including D-dimensional explorations. We will 
get to know the new position and velocity IP and velocity I by each one of our techniques. Much of 
the pigeons are able to locate the targets because of the magnetic field. They often use landmarks to 
figure out where they are. 

The suggested solution utilizes a Bayesian search using a PIO search tool [18]. To calculate the 
Bayesian network configuration, the BDeu metric was used. Any pigeon in the population encodes a 
location and velocity in the specified room [19]. This place is believed to be the optimal search 
location. It is focused on two methods. For the first technique, the local quest procedure is navigated 
using a schematic of a globe and compass. Second, it employs a landmark paradigm for world-wide 
quest [18]. Pseudo code of this algorithm is seen in Fig. 3. PIO algorithm may include the use of 
various neighborhood-specific search algorithms. When searching for solutions created by pigeons, 
you can depend on being up-to-to-date. The DAGs for studying BRTs are a part of the solution space 
to be investigated. Any pigeon represents a solution and is started on an empty seed DAG [20]. When 
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the pigeon is looking for a likely network layout, defined as the BDeu metric, it explores inside the 
quest room. Equation 4 seeks to find the network with the greatest BDeu score.  

 

Fig. 3. Compass steps for a particular pigeon. 

At any turn, new ideas are developed through trial and error. If you start with an empty graph, all 
arcs will be appended. The process is repeated until the specified number of arcs has been created. As 
a result, each operator is initialized with the initial population and the one that raises BDeu score is 
chosen [21]. As long as BDeu or as long as necessary, the operator sees an improvement, the pigeon 
can keep flying [22]. Operators usually are called the four basic optimization operators: addition, 
elimination, movement, and mutation, and replacement. It is an uncomplicated setup in this particular 
domain and only replaces one competitor edge per time, with the four operators working around the 
board. On the other side, moving the solution about in some medium affects it, in a mild manner [23]. 
Correcting a solution without the three basic operators would not automatically result in a better 
solution [21]. Higher ground-hopping occurs with proximity to a sought-after destination. Moving the 
cursor to a lot about is referred to as pigeon-skipping in literature. Landmark is a complex and 
interesting combination of travelling and seeking. A DAG defines a pigeon as one which does revert, 
moves, makes new arcs, and ads, and reaches solutions G1, G2, G3, and G4 in succession [24]. As 
suggested by G3, then considering the BDeu score, it will look for another operator that satisfies G3 
If the BDeu (behavioral + economics) score of G+1 is greater than that of G, than it can carry out the 
associated action. 

3. Method 

Using positivist philosophical approach, this research targets to maintain the development of 
knowledge to assess the outcomes. In this process, gradual management of the information and 
process simulation is necessary. For the comparative analysis of the literature, several determiners 
such as AND, OR, BUT etc. have been used for the keywords such as Bayesian network, structure 
processing, structure learning, conditional independence test etc.  

To simulate the comparative review, articles have been collected from the reliable journals. 
Articles published from 2010 to 2020 have been chosen for the comparative review because of the 
scarcity of quality journals. Systematic comparison among the selected articles will be conducted in 
this review. Comparative analysis have been conducted based on available articles in this regard. 

4. Result and Analysis 

Through developing theories of ambiguity reasoning in the 1980s, Bayesian networks (or Bayesian 
belief networks) have come to the forefront of artificial intelligence science. recently, BNs have shown 
to be an important method in dealing with unpredictable systems and data processing of multivariate 
random variables Determining the network configuration and parameters with datasets derived from 
previous analyses. Structure or parameter learning into two parts: structure learning and parameter 
identification. In the former, the network topology determination involves identifying the 
topologically suitable sample sets. The details of the network topology are needed to establish the 
network parameters. Bayesian learning also involves access to network topology and data, making it 
the foundation of Bayesian network growth. A good way to find the 'optimization structure' is to be 
based on identifying effective structural principles.  
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There are two models of Bayesian Networks, which could be derived from a Bayesian framework 
learning process, as a way of breaking down a Bayesian inference system, the DAG method may be 
considered a graph that codifies the interdependence between variables [7]. conditional freedom is 
confirmed by experimentation. Stress on relevancy approaches Once you have chosen a quest strategy, 
the best network will be found [7]. There are means of assessing how accurately we can classify 
participants (commoner ones include maximum probability, Bayesian Information Criterion, [31] 
Bayesian ranking, and Minimum Description Length), as well as uncommon means (Maximum 
Product-Likelihood, Bayesian Information, and Minimum Description). Searching for the most 
optimal network is an intractable challenge and refined algorithms are almost impossible to implement 
[7]. Manually controlled approaches have included techniques, such as Greedy hill-climbing [31], 
Simulated Annealing, Evolutionary Algorithm (EA), and Genetic Algorithm (GA). GA and EA have 
been widely employed. Because the number of variables is high, both of the above algorithms are 
likely to return a local optimised network structure until convergence is reached [32]. 

Table.1 Findings from related previous research 

Source Findings 
[25] In unpredictable situations, Bayesian Networks (BNs) may be good methods for creating models of ideas 

and reasoning. Bayesian Network configuration is deemed a difficult challenge to learn from a dataset 

because of the search space difficulty. This paper introduces a novel approach for structure learning that is 

focused on PSO (Particle Swarm Optimization) and the K2 algorithm. PSO is used to check the space of 
orderings in order to better understand a bayesian network's layout. Each network's fitness is determined by 

running the K2 algorithm and comparing the result to the fitness of the network. Our solution gives greater 

efficiency than the other approaches. 

[26] The paper proposes a hybrid algorithm that they term a Bayesian network model-based conditional 
independence test and a heuristic scan (CIBNS, CI-based Bayesian Network Search). To ensure the 

solution consistency and search speed, the latest algorithm initially uses the conditional independence test 

to compact the search space. After that, the algorithm implements a heuristic search method that 

incorporates the BDeu Measure score in order to boost performance in the construction process. On 
simulated and actual info, the latest algorithm finds that it is capable of efficiently constructing a network 

for aviation. It outclasses hill climbing and local hunt in terms of utility and precision. 

[27] Extending the representational capacity of continuous Bayesian networks beyond exponentially-distributed 
state transformations has long been done through the use of phase-type distributions. A framework for 

learning phase-type distributions was introduced in this article. To efficiently obtain good phase-type 

approximations for a variety of parametric distributions, we use particle swarm optimization to reduce a 

changed KL divergence value. 
[28] The authors discussed a NP-hard problem for Bayesian network architectures from results in this paper. A 

proposal using shared knowledge and PC algorithm techniques was introduced in this article. This 

algorithm uses shared knowledge to find the original undirected graph. You can firstly use the PC 

algorithm to find a PDAG. Based on our experiments, it seems that our algorithm is more effective than the 
PC algorithms under the same conditions. 

[29] The authors regarded Bayesian networks structure learning is widely considered to be a difficult 

computational problem, as the more candidate graphs you have, the more the ratio of variables grows 

exponentially. There have been several heuristic searching techniques that attempt to improve network 
layout. We demonstrate two methods for enhancing Bayesian network layout learning using search 

optimization in this article. This method combines elements of Greedy quest with elements of Bee 

optimization algorithms. To test this suggested strategy, we are going to use two search techniques. 

[30] Using Bayesian networks, machine learning experts may construct a framework for information that 
depicts the probability relationship between variables. Elephant Swarm Water Search Algorithm (ESWSA) 

was introduced as a new way to build Bayesian networks. The algorithms involved include the ones 

mentioned below: Deleting, Reversing, Inserting, and Moving are both used in order to arrive at the 

optimum solution structure with the ESWSA. Mostly, elephants' use of water quest technique during 
droughts is incorporated into the ESWSA algorithm. To assess all algorithms, BDeu (Bird-inspired 

Efficient) score function is used. They compared the confusion matrix performances of these methods with 

different data sets to get a better understanding of them. The findings of the evaluations show that the 

algorithm suggested does better than the other algorithms, both in terms of efficiency and results. 

 

In this paper, a novel approach focused on a new-to-discrete Particle-Behavioural Quantum 
algorithm (NDPB) is used to learn BNs' structure Statistical dependencies are easy to express in a 
Bayesian network (BN). It harnesses the power of graph theory to represent random variables' 
Dynamic Bayesian Networks (DBNs) is a type of Bayesian Networks (BNs) which deals with time-
varying processes. Due to DBN's ability to describe nonlinear, time-dependent, changing, and 
probabilistic relationships, much of DBN learning and modelling research has emerged. DBNs also 
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been employed in many different sectors. Many complex Bayesian networks are built by asking a 
professional for help. When working for smaller networks, elicitation may be a straightforward, but 
when doing so for huge numbers of variables, it becomes cumbersome and time-consuming. If 
information is accessible, it is feasible to construct the model on that [32].  

If all the data have been collected, studying two networks can be modelled when the complex 
Bayesian network results into the expression of prior network and transformation network since the 
fitness mechanism is a closed form [32]. Data normally include errors, because we typically cannot 
accurately observe the mechanism we are trying to represent. An additional difficulty with missing 
data is that it operates as a closed form with comprehensive data, though not limited to that. What's 
needed for learning a database structure from incomplete data is entirely is much more effort than 
what's required for a well-structured database (He et al. 2018). from 1998 onward, the use of DBN 
(Structural EM), can be seen in latent variable models. Deterministic approaches, on the other hand, 
are vulnerable to finding local optima, are said to be weak at generalizing, may be wide in their quest 
space [33]. When a local maximum has been reached, an easy solution to the problem is to use a 
stochastic approach this paper introduces complex Bayesian networks using particle swarm 
optimization (PSO) [34]. We choose that as a result of the job. Since networks can be viewed as 
components, we can develop more complex systems by sharing their component parts with higher 
fitness. 

5. Conclusion 

 Using the Pigeon-Inspired Learning method, we concentrated on the structure learning issue and 
applied it to the Bayesian network. They are useful for the design of information representation 
systems in machine learning. It is possible to encode probabilistic dependencies among the variables 
using Bayesian networks. Scoring and scan is one layout learning methodology at Bay Networks. 
Propose a new Bayesian network framework based on PIO (PIO). It's a basic concentration rate. An 
unbelievable and remarkable navigational skill can be seen in pigeons in the way they just seem to 
find their way a guided acyclic graph Any chart has a fitness score that tells its ability to demonstrate 
this reality.  

The algorithm takes time to explore the solution space, so it is performed using a landmark, 
compass, and map operator before it achieves the best or a suitable structure is found. When 
implementing the suggested approach, simulated annealing and greedy search were contrasted with 
each other with the BDeu value. In addition, we tested the uncertainty approaches in a variety of data 
sets. A specific algorithm yields outstanding results as shown by the effects produced it produces 
better results, is as effective, and produces higher and better values than simulated annealing and 
greedy algorithms. We used the score and search method, where PI as a parameter and the search tool. 
a search strategy that uses the random flights of a pigeon as its basis.  

The hunt seems to follow the path of least resistance, so PIO is a popular technique for finding 
discrete solutions. Easily tailored to a specific to every target area. Prompting PIO exploration results 
in a likely-to-to-be-be-tried solutions because of allowing pigeons to travel in short range leads to 
plausible solutions by parameter input. According to the suggested approach, the structure of the 
network, it can find outstanding structure solutions, which means it can measure better function and 
approximates more accurately. The algorithms make the quest faster and convergence is rapid. The 
suggested solution may be studied as a study in parallel processing. 
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