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Abstract 
Current understanding of the ionospheric behaviour has been obtained through different observations, modelling 
and theoretical studies. Knowledge of the ionospheric electron density distribution and its fluctuations, high 
quality data sets, as well as reliable data ingestion and assimilation techniques are essential for models predict-
ing ionospheric characteristics for radio wave propagation and for other applications such as satellite tracking, 
navigation, etc., to mitigate the ionospheric effects on radio wave propagation. Effect of the ionosphere on Glob-
al Navigation Satellites System (GNSS) accuracy is one of the main factors limiting the reliability of GNSS ap-
plications. In accord with the objectives of the European COST 296 project, (Mitigation of Ionospheric Effects 
on Radio Systems, MIERS) under an international collaboration some new results have been achieved in collect-
ing and processing high quality ionospheric data, in adaptation of the ionospheric models to enable data inges-
tion and assimilation, and in validation and improvement of real-time or near-real time ionospheric ionisation 
electron density reconstruction techniques. 
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1. Introduction 

To mitigate ionospheric effects on radio 
propagation, we must know when, where and 
how strong these effects will be, i.e. we need to 
predict them. A very promis ing and modern 
way of improving the model pe r formance and 
prediction capabil i t ies is to use specific data as-
similat ion p rocedu re s and pred ic t ion tech-
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niques. Indeed, the development and the valida-
tion of such models and techniques addressed a 
number of problems, like the necessity of hav-
ing high quality observational data of different 
kind that have been analysed in the WP1 .2 «Da-
ta ingestion and assimilat ion in ionospheric 
models». 

Co l l abora t ive g r o u n d - b a s e d H F rad io 
sounding of the ionosphere is a successful ex-
ample of international cooperat ion at mult iple 
observatories around Europe (and beyond) that 
a c c o m p l i s h e s unsu rpassed accuracy, detai l , 
coverage , and rea l - t ime availabil i ty of the 
ionospheric envi ronment specif icat ion. A big-
ticket i tem in the H F sounding approach has 
been the human expertise needed to accurately 
derive ionospheric specif icat ion data f rom raw 
ionogram images. Use of the ionosonde data in 
operat ional space weather systems became pos-
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sible due to a strenuous effort to automate the 
ionogram scaling process (Reinisch and Huang, 
1983). Until very recently, however, use of the 
real-time autoscaled data in the operational 
ionospheric modelling had been uninformed by 
the associated uncertainties of the automatical-
ly derived characteristics. Besides automatic 
scaling of ionograms at some European stations 
like El Arenosillo, Ebro and Pruhonice, a rou-
tine handy control and corrections of ionogram 
scaling are made, which provides data in quali-
ty suitable not only for service but also for ac-
curate scientific analyses. 

The German Aerospace Center (DLR) es-
tablished a space weather monitoring service 
(SWACI) focused on GNSS positioning appli-
cations (Jakowski et al., 2005; 2006). Part of 
this service includes the use of a European re-
gional TEC model NTCM (Neustrelitz TEC 
Model) for forecast purposes. TEC short-term 
forecast maps for non-storm conditions are gen-
erated using the latest TEC values and the gra-
dients estimated by the NTCM model. Thus, re-
al-time measurement information is merged 
with the experience acquired from previous 
measurements via NTCM use. In addition, an 
immediate correction to this forecast is applied 
taking into account the geomagnetic activity in-
fluence on the TEC variations (Stankov and 
Jakowski, 2006). 

The Electron Density Assimilative Model 
(EDAM) provides a means to assimilate ionos-
pheric measurements in a background ionos-
pheric model. The assimilation is based on a 
weighted, damped least mean squares estima-
tion. This is a form of minimum variance opti-
mal estimation (also referred to as Best Linear 
Unbiased Estimation, BLUE) that provides an 
expression for an updated estimation of the 
state (known as the analysis) that is dependent 
on an initial estimate of the state (the back-
ground model), and the differences between the 
background model and the observations. The 
error covariance matrices of the background 
model and the observations are also included to 
control the relative contributions of the back-
ground and the observations to the analysis. 

Concerning the data ingestion in ionospher-
ic models, it is worth mentioning the schemes 
that have been developed at the Aeronomy and 

Radiopropagation Laboratory (ARPL) of the 
Abdus Salam International Centre for Theoret-
ical Physics (ICTP) in order to adapt empirical 
median models, like IRI or NeQuick, simulta-
neously to actual GPS-derived TEC data and 
ionosonde measured peak parameters. These 
near-real-time techniques are based on the use 
of effective parameters (Nava et al., 2005; 
2006a; 2006b) and are able to improve the 
model capabilities to give time-dependent spec-
ifications of the three-dimensional electron 
density of the ionosphere. 

Chapter 2 presents the results of work done 
to support ionospheric modelling with data sets 
of higher quality. In Chapter 3, the results of 
validation of the selected models, data inges-
tion and assimilation techniques are outlined 
and the main follow-up improvements are de-
scribed. Chapter 4 gives the recent results on 
development and improvements of real-time or 
near-real-time electron density reconstruction 
techniques. 

2. Results on determination and collection 
of additional data products to improve 
support for ionospheric modeling 

This section describes the work done to sup-
port ionospheric modelling with high quality 
data sets. 

2.1. HF radio sounding in support of 
ionospheric modelling 

With the advent of ionospheric assimilation 
models that carefully consider the sensor data 
errors, the need to qualify the uncertainty of in-
gested ionogram-derived data has become ap-
parent and pressing. Another step forward on 
the path of describing errors of the ionogram 
autoscaling for the optimal assimilation of 
ionosonde data was made in 2006-2008. With 
extensive contributions from the research teams 
affiliated with COST 296 action, a major statis-
tical comparison study of the autoscaled data 
was conducted using over 250,000 manually 
scaled ionograms. The statistical study allowed 
us not only to validate the stream of real-time 
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ionogram-derived data, but also to improve ex-
isting practices of its assimilation by formulat-
ing additional data attributes such as the Au-
toscaling Confidence Level (ACL), error bars 
for derived ionospheric characteristics, and un-
certainty boundaries for the electron density 
profile (EDP). 

2.1.1. Autoscaling Confidence Level (ACL) 

New version 5 of the ARTIST software 
(Galkin et aL, 2008a) is now available for 
digisonde ionospheric sounders. The new soft-
ware is able to self-diagnose ionogram interpre-
tation failures and label low-confidence iono-
gram scaling results accordingly so that they 
can be excluded from the assimilation process, 
or included at an appropriately specified high 
uncertainty. Analysis of the ARTIST 5 per-
formance at European locations shows that it 
normally labels not more than 10-15% of all 
ionograms with the «ACL=0» flag indicating 
the low confidence of the automatic analysis. 
Software modifications are being implemented 
for digisondes to replace the ACL=0 records 
with an insufficient quality»message so as to 
eliminate most evident errors of the automatic 
interpretation from the assimilation process. 

2.1.2. Automatic evaluation of spread 
F condition 

Ionograms that display signatures of multi-
path propagation during spread F conditions are 
more difficult to interpret automatically. Classi-
fication of ionograms by the level of ionospher-
ic disturbance opens opportunities for a better 
processing and integration of the autoscaled da-
ta in the ionospheric models. A spread F detec-
tion algorithm is now included in the ARTIST 5 
software to assign three levels of disturbance to 
each ionogram: (i) quiet, (ii) moderate, and (iii) 
heavy. Qualification of the autoscaled data er-
rors is then done separately for each category. 

2.1.3. Error bars for autoscaled ionospheric 
characteristics 

Provision of the error bars (uncertainty 
bounds) with the autoscaled characteristics is 
required by the operational ionospheric models 
based on assimilation principles, as it confines 
the Kalman filter to seek the optimal match of 
the model and sensor data within the given 
bounds. The error bars for ionogram-derived 
characteristics are determined statistically by 
evaluating the differences between the au-

Table I. ARTIST 5 validation results for /oF2 scaling at various mid-latitude locations. Error bounds are given 
at 95% probability level for ionograms in quiet-and-confident category. 

Location System Total 
manual 

ionograms 

ACL=1 % 
of all 

ionograms 

Lower 
bound 
foF2 
MHz 

Upper 
bound 
foFl 
MHz 

Unscalable 
ionograms 

% of all 
ionograms 

Rome, Italy DPS-4 4,251 83 % -0.25 +0.35 7 % 

Grahamstown, South Africa DPS-4 5,251 85 % -0.1 +0.2 1 % 

Juliusruh, Germany DPS-4 6,000 70 % -0.2 +0.25 4 % 

Roquetes, Spain D-256 125,046 85 % -0.3 +0.4 5 % 

Dyess, USA DISS 6,881 9 0 % -0.3 +0.5 3 % 

Boulder, USA DISS 47,261 8 4 % -0.25 +0.3 7 % 

Pruhonice, Czech Republic DPS-4 20,675 88 % -0.15 +0.35 3 % 
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Fig. 1. (Left panel) Error histogram of autoscaled critical frequencies of F2 layer obtained for 20675 ionograms 
from DPS-4 ionosonde at Pruhonice, Czech Republic. 95% of all autoscaled values lie within the -0.45 to +0.15 
MHz interval from the true values provided by manual scalers. (Right panel) Error histogram for quiet ionos-
pheric conditions and high confidence of autoscaling. Lower bound for /oF2 has improved from -0.45 to -0.3 
MHz in comparison to the all ionogram case. 

ARTIST 5 foF2 scaling, quiet and confident category 
Pruhonlct DPS-4,16712 Ionograms (81%) 

•01 0 0.1 
Error, MHz 

ARTIST 5 foF2 scaling, all records 
Pruhonice DPS-4. 20675 Ionograms (100%) 

02 03 04 0.9 OS 07 
Error, MHz 

toscaled and manually scaled values and then 
defining the upper and lower bounds, which en-
capsulate 95% of all cases. Thus determined er-
ror bars ensure 95% probability that the true 
value lies between the given bounds around the 
autoscaled value. Figure 1 shows two examples 
of the error histogram for the critical frequency 
foFl, obtained for 20,675 manually scaled 
Pruhonice DPS-4 ionograms. To determine the 
lower and upper uncertainty bounds, a horizon-
tal line is drawn across the histogram plot and 
then lowered until percentage of ionograms be-
tween two intersections of this line with the er-
ror distribution curve becomes 95%. 

The left panel of fig. 1 shows the histogram 
calculated for all ionograms in the study. The 
right panel illustrates quality improvement ac-
complished by classification of ionograms us-
ing automatically determined levels of ionos-
pheric disturbance and autoscaling confidence. 
95% uncertainty bounds for autoscaled foF2 
obtained during quiet conditions and high con-
fidence (81% of all cases) are -0.15 MHz to 
+0.3 MHz. 

Table I lists validation results for several 
contributing mid-latitude digisonde stations. 
T h e f o F l error bars are similar at all locations, 
with slightly better results obtained for the 

DPS-4 model of the digisonde. About 1-7 % of 
all ionograms could not be used to scale foF2 
value for valid reasons such as blanketing by 
the sporadic £-layer or D-layer absorption. Ac-
counting for the unscalable ionograms, the total 
percentage of ionograms that fail the ARTIST 
confidence check and therefore shall not be as-
similated varies between 7 and 14 % of all iono-
grams, with one exception of Juliusruh observa-
tory (26%) whose data traditionally poses high-
er challenge for correct interpretation. 

2.1.4. Uncertainty boundaries for autoscaled 
electron density profile 

Further improvement of the ionogram-de-
rived data assimilation process has been accom-
plished by determining the uncertainty of each 
provided electron density profile point (Gaikin 
et al., 2008a). 

In order to specify AN at each height, two 
boundary profiles, inner and outer, are con-
structed (fig. 2). The inner and outer boundaries 
reflect the uncertainties of the critical frequen-
cies A/cr of each layer, the internal uncertainty 
of the starting height of the profile, and the un-
certainties of the E valley model representation. 
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Fig. 2. Autoscaled ionogram from Roquetes, Spain, with inner and outer uncertainty boundaries for calculated 
electron density profile. The uncertainty boundaries are obtained by modifying the original profile coefficients 
so that the boundary fits the anchor points as indicated. Uncertainties o f f o E , f o F \ , and/oF2 critical frequencies 
are specific to the quiet confident ionograms at Roquetes. 

2.1.5. SAOXML: ionosonde data exchange 
format 

The Standard Archiving Output (SAO) for-
mat has been operational since 1987 in the ca-
pacity of the URSI-recommended standard for 
ionogram-derived data. Addition of new data 
elements for the assimilation models, the un-
certainty boundaries for EDP and ionospheric 
characteristics, motivated the SAO design team 
to reconsider existing format vehicle and for-
mulate a new standard (Galkin et al., 2008b) 
based on the XML language for data exchange 
and the SAO heritage. The data model and for-
mat syntax of the SAOXML were widely dis-
cussed in the COST 296 community and ac-
cepted for preliminary testing at the DIAS, a 

pan-European ionospheric predictions system 
operated at the National Observatory of 
Athens. 

2.2. High quality TEC data 

Concerning the TEC data, during the COST 
296 action, L. Ciraolo of IFAC, Florence, Italy, 
provided a set of high quality slant TEC data. 
This dataset contains TEC data at 30 seconds 
time interval obtained for the period 20 Septem-
ber-31 October 2001 from about 50 ground sta-
tions located in Europe. As can be seen from the 
web page of the World Data Centre for Geomag-
netism, Kyoto (http://swdcwww.kugi.kyoto-
u.ac.jp/index.html) these data correspond to both 
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geomagnetically undisturbed and disturbed peri-
ods and can therefore be used to study the gener-
al behaviour of the ionosphere electron content 
and the correlation between geomagnetic activi-
ty and the TEC at a given location. The dataset 
can be also used to investigate specific problems 
like the «mapping function errors» related to the 
Satellite Based Navigation Systems (SBAS) in 
order to mitigate the effects of the ionosphere on 
such kind of systems. 

3. Validation of the selected 
models and data ingestion and 
assimilation techniques 

This section presents the results of valida-
tion of the selected models. Data ingestion and 
assimilation techniques are outlined and the 
main follow-up improvements are described. 

3.1. Lowell ADRES subsystem for automated 
requests of validated digisonde data 

Validation of the ionospheric models and 
associated ingestion/assimilation techniques is 
best performed using high quality «ground 
truth» datasets. Acquiring such reference 
datasets incurs the expense of voluminous data 
analysis and requires a unique instrument and 
data interpretation expertise. Over the past three 
years, an increasing roster of the validated 
ionospheric data has been available from the 
Lowell Digital Ionogram Database (DIDBase) 
repository (Khmyrov et al., 2008) holding man-
ually scaled ionogram data. Generous contribu-
tions of edited ionograms to the DIDBase have 
been recently made from Roquetes and Pruhon-
ice digisondes operating in Europe, totaling 
-150,000 interpreted measurements. With these 
contributions, current DIDBase collection of 
manually validated reference datasets has ex-
ceeded the 600 K ionogram mark. 

Considering the high value of the reference 
datasets derived from ionograms, validation 
projects are commonly arranged to constrain 
needed reference datasets to particular events 
only, in which case the requested coverage pe-
riods, though small, can be quite numerous. In 

particular, validation of the data acquired by the 
spacecraft instrumentation is constrained to the 
satellite overpass opportunities. For example, 
calibration and validation of the UV sensors on-
board DMSP F-16 satellite required over 
25,000 one-hour periods of the ground truth 
digisonde data. In order to manage the multi-
tude of such data requests efficiently, Lowell 
DIDBase repository now operates an Automat-
ed Data Request Execution Subsystem 
(ADRES) (Gaikin et al., 2006) that automati-
cally administers all steps of executing data re-
quests, starting with accepting incoming re-
quest files to alerting manual scalers and, final-
ly, generation of the outgoing reports once the 
edited data are available. 

3.2. IRI validation for European region 

As long as variations in the ionosphere are 
related in regular patterns, empirical models, 
such as the IRI model, sufficiently estimate cor-
rections for the ionospheric effects on radio 
wave propagation. Recently the International 
Reference Ionosphere model (starting from ver-
sion IRI 2001) incorporated a geomagnetic ac-
tivity dependence based on an empirical Storm-
Time Ionospheric Correction Model (STORM), 
which is driven by an index derived from the 
previous thirty hours of geomagnetic activity 
(Araujo-Pradere et al., 2002). The output of the 
model provides a correction to the quiet-time F-
region peak critical frequency under geomag-
netically disturbed conditions. 

3.2.1. STORM model validation 

In the frame of the COST 296 project the 
STORM model was verified for European mid-
dle latitudes under strong-to-severe geomagnet-
ic storm conditions. The created database incor-
porated 65 strong-to-severe geomagnetic 
storms, which occurred within the period 1995-
2007. The analysis also used data from some 
ionospheric stations (e.g., Pruhonice, El 
Arenosillo, Athens), which were not included 
in the development or the previous validation of 
the model. Hourly values of the F2 layer criti-
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Fig. 3. Mean improvement of the IRI outputs comparing STORM off/on options and ionosonde observations for 
five European ionospheric stations (left side panel) and the results for storm maximum days of all events 
analysed for different seasons and for the Northern hemisphere (right side panel). 

cal frequency, foF2, measured for 5-7 days dur-
ing the main and recovery phases of each se-
lected storm where compared with those gener-
ated by the IRI model. To perform a detailed 
comparison between observed values, medians 
and model-generated foF2 values the correla-
tion coefficient, the normalised root-mean-
square error (NRMSE), and the percentage im-
provement were calculated. 

The results are presented in fig. 3. In gener-
al, the comparative analysis showed that the 
STORM model captures more effectively the 
negative phases of the summer ionospheric 
storms, while electron density enhancement 
during winter storms and changeover of the dif-
ferent storm phases is reproduced with lower 
accuracy (Buresova et ai, 2008). 

3.2.2. Improvement and validation of 
the IRI-2001 ionospheric bottomside 
representation 

IRI-2001 model still has large discrepancies 
for ionospheric F region bottomside parameters 
BO, Bl and Dl, probably due to the present tabu-
lar form of IRI for these parameters. In 2005 a 
Local Model (LM) was developed to improve 
model predictions of the above parameters based 
on a least-square fitting to a harmonic function 
that simulates the diurnal, semidiurnal and sea-
sonal variations according to different levels of 
solar activity under quiet conditions (Blanch et 
ai, 2007). The LM was created using the retro-
spective data set of European mid-latitude station 

Ebro (40.8°N, 0.5°E), which covers more than 
one solar cycle. The Monthly Averaged Repre-
sentative Profile (MARP) was used to obtain the 
B0, Bl and Dl parameters for quiet ionospheric 
conditions. The LM was tested using manually 
scaled data from European middle latitude ionos-
pheric stations (Arenosillo, Pruhonice, Julius-
ruh). Model validation results show that the pro-
posed LM provides more reliable variation of the 
analysed bottomside parameters comparing with 
those IRI-2001-generated. At mid-latitudes and 
under quiet ionospheric conditions LM allows an 
improvement of the IRI2001-predicted coeffi-
cients B0 and Bl at an average by factor of two 
and improvement of the parameter Dl predic-
tions by factor of three (fig. 4). 

3.3. The Electron Density Assimilative 
Model (EDAM): system improvement 
and validation 

Currently, EDAM can assimilate ground 
based total electron content (TEC) measure-
ments, space based radio occultation measure-
ments, vertical electron density profiles (i.e. 
from ionosondes) and point electron density 
measurements (i.e. from Langmuir probes). 

3.3.1. The EDAM improvement 

Over the course of the COST 296 pro-
gramme, the development of EDAM has con-
tinued. Of particular note are the following: 
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!. The speed of EDAM's operation has 
been increased. This has been achieved by 
speeding up the generation of the background 
error covariance matrices and relies on assump-
tions about the ordering of voxels within the 
background model. The speed increase allows 
more voxels to be included in the asimilation of 
each measurement and consequently allows the 
data to have influence over a wider area. 

2. The scale lengths used in generating the 
co-variances have also been enhanced and now 
allow for a full 3D specification of scale length 
in latitude, longitude and altitude. 

3. Either IRI 2007 or PIM may be used as 
the EDAM background model. 

4. The primary background model variable 
has been changed from electron density to the 
log of the electron density. This reduces the dy-
namic range of the background model, forces 
the analysis to be positive definite and allows 
the use of variances that better conform to the 
assumptions implicit in the assimilation (i.e. 
that the errors are Gaussian). The change has 
markedly increased the stability of the assimila-
tion. 

5. EDAM maintains a rolling six hour store 
of data from each input GPS station. This is 
used to reduce noise in the phase levelling 
process that is used to calculate slant TEC. 

6. The noise in on the pseudorange meas-
urements is estimated and used to set the meas-
urement variance. 

7. User generated receiver differential code 
biases can now be included. 

3.3.2. The EDAM validation 

Numerous tests have been conducted to in-
vestigate the performance of EDAM. Brief 
summaries of some of these tests are included 
here. Angling and Khattatov (2006) describe 
comparative testing using EDAM and IonoNu-
merics (Khattatov et al., 2004; 2005). The com-
parative testing was conducted with identical 
input data sets (GPS data) and test data sets 
(ionosonde data). The results were examined as 
a function of magnetic latitude and distance to 
the nearest input data point. For example, fig. 5 
shows the foF2 RMS errors for all the test 

2004 

2004 

^ ^ tffi ^ TS& ff>> T f f f i 
Years 

Fig. 4. Comparison of the linear coefficient of deter-
mination R2 for IRI2001 model-predicted (forward 
slashed bars) and LM-calculated (grey bars) parameters 
B0 and B1 for four European stations (upper and mid-
dle panels) for 2004. Bottom panel represents R: ob-
tained for DI El Arenosillo for different solar activity. 

ionosondes as a function of magnetic latitude. 
The data has been split into two groups by local 
time (06:00-17:59 and 18:00-05:59) at each 
ionosonde site. As might be expected the errors 
are worst at low and high latitudes where ionos-
pheric variability is likely to be greatest. 

Angling (2008b) describes the assimilation of 
radio occultation data from the COSMIC satellite 
constellation into EDAM. Initial testing shows 
the positive effect of including RO data within the 
assimilation. For example, fig. 6 shows the RMS 
error between vertical profiles extracted from 
EDAM (and PIM) and ionosonde vertical profiles 
at 5 km height steps on 4 September 2006 (mod-
erate geomagnetic conditions). However, at the 
time of the test, the COSMIC satellite constella-
tion had not yet been spread to its operational 
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Fig. 5 , f o F 2 RMS error as a function of magnetic latitude (from Angling and Khattatov, 2006). 
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configuration, so the full impact of the system 
could not be fully determined. 

Tests against ionosonde data have also been 
conducted to investigate the forecasting per-
formance of EDAM (Angling and Cannon, 
2006). These tests have compared measured 
vertical ionosonde foF2 data with foF2 fore-
casts from EDAM. Figure 7 shows an example 
of EDAM foF2 forecasts tested against data 
from the Juliusruh ionosonde (daytime data 
only). Forecasts have been run from zero to 
twelve hours for a range of scale times (tau). 
Results support the view that EDAM forecasts 
are only likely to be effective up to a few hours 
in the future. 

Angling and Cannon (2006) describe a 
number of HF communications applications 
based on EDAM. More recently, a web-based 
HF frequency management tool has been devel-
oped (EDAM533) (Angling et ai, 2008). This 
combines the EDAM real time ionospheric 
model with an implementation of ITU-R 
Rec533 to provide guidance to HF operators 
(fig. 8). Further details of the model can also be 
found in Angling and Khattatov (2006). 

3.4. The NeQuick model 

The NeQuick is a quick-run ionospheric 
electron density model designed for transionos-
pheric propagation applications. It is based on 
the DGR «profiler» proposed by Di Giovanni 
and Radicella (1990) and subsequently modi-
fied by Radicella and Zhang (1995). The new 
version (2) of the model has recently been final-
ized (Nava et al., 2008). It includes major 
changes in the representation of the topside 
(Coi'sson et al., 2006) and in the bottomside 
(Leitinger et ai, 2005) of the ionosphere. 

To describe the electron density of the iono-
sphere above 100 km and up to the peak of the 
F2 layer, the NeQuick uses a modified DGR 
profile formulation (Radicella and Leitinger, 
2001), which includes five semi-Epstein layers 
with modelled thickness parameters. Three pro-
file anchor points are used: the E layer peak, the 
F1 peak and the F2 peak, that are modelled in 
terms of the ionosonde parameters foE, foF\, 
foF2 and M(3000)F2. These values can be 
modelled (e.g. ITU- R coefficients for foF2, 
A/3000) or experimentally derived. The semi-
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4 September 2006 

0.0 0.5 1.0 1.5 2.0 2.5 
RMS error [x 1011 e"rrf3] 

Fig. 6. RMS error between ionospheric models and ionosonde vertical profiles at 5 km height steps on 4 Sep-
tember 2006 (moderate geomagnetic conditions). The models are: PIM (solid line); EDAM assimilating IGS da-
ta only (dashed line); EDAM assimilating COSMIC RO data only (dotted line); and EDAM assimilating IGS 
and COSMIC RO data (dot-dash line) (from Angling, 2008b). 

Epstein layer represents the model topside with 
a height-dependent thickness parameter empir-
ically determined (Hochegger et al., 2000). The 
NeQuick package includes routines to evaluate 
the electron density along any ray-path and the 
corresponding Total Electron Content (TEC) by 
numerical integration. 

Considering the mitigation of ionospheric 
effects on Satellite Navigation Systems is worth 
noting that the first version of the model has 
been used by the European Space Agency 
(ESA) European Geostationary Navigation 
Overlay Service (EGNOS) project for assess-

ment analysis. In particular the model has been 
used to produce synthetic TEC data to investi-
gate problems related to the integrity and the 
availability of the Service. 

The NeQuick has been adopted for single-
frequency positioning applications in the frame-
work of the European Galileo project and it has 
also been adopted by the International Telecom-
munication Union, Radiocommunication Sector 
(ITU-R) as a suitable method for TEC model-
ling. In addition, the NeQuick has been imple-
mented in the simulation toolkit developed in 
Australia to conduct a qualitative assessment of 
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Fig. 7. Example foFl forecast performance of EDAM. Results are shown for a range of scale times (tau) used 
within the forecasting process (from Angling and Cannon, 2006). 

the performance characteristics of the future 
GNSS infrastructure (Nava et al., 2008). 

In the scope of the COST 296, synthetic 
electron density data have been produced with 
the NeQuick model to help develop algorithms 
to detect gravity waves in the ionosphere and 
determine their properties in 3-D. As a starting 
point, a set of electron density values for 24 
hours at 10 minute time intervals have been 
produced for a grid defined by the coordinates 
20°N to 40°N (step 1 deg); 0°E to 30°E (step 2 
deg) and for heights ranging from 100 to 300 
km with 5 km stepping. Subsequently the same 
kind of data has been produced with 1-minute 
time intervals from 12 UT to 18 UT. Synthetic 

TEC data have been used to investigate the reli-
ability of a particular calibration technique de-
veloped to obtain TEC data from dual frequen-
cy GPS receiver. 

Using the NeQuick model, ionosphere elec-
tron density retrieval techniques based on mod-
el adaptation to experimental data have been de-
veloped (Nava et al., 2005, 2006a). All these 
techniques rely on the fact that, for a given 
epoch and ray-path, the model TEC is a monot-
onic function of the solar activity index, that can 
be regarded as an «effective ionisation level» 
parameter (Az). As a first step, the concept of 
effective ionisation level has been used to adapt 
the model to GPS derived vertical and slant TEC 
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Fig. 8. Screen grab of EDAM533 (from Angling et al., 2008). 

only. In the case of adaptation to vertical TEC 
maps (Nava et al., 2005), the electron density re-
construction method could not be considered a 
real time procedure, because of the time needed 
to produce the TEC maps. Nevertheless, the 
model adaptation to slant TEC data can be per-
formed in near-real time (Nava et al., 2006a). 

4. Results on development and 
improvements of real-time or 
near-real-time electron density 
reconstruction techniques 

This section gives recent results on develop-
ment and improvement of real-time or near-real-
time electron density reconstruction techniques. 

4.1. NeQuick and IRI adaptation to GPS data 

Following the concepts expressed by Kom-
jathy et al. (1998) and Nava et al. (2005, 2006a) 
a near real-time ionosphere electron density re-
trieval technique has been elaborated and im-
plemented using both the IRI and the NeQuick 
models (Nava et al., 2006b). The technique, 
based on the models adaptation to GPS-derived 
TEC data obtained from a single ground sta-
tion, determines the values of the models driv-
ing parameters IGeff (for IRI) and Az (for 
NeQuick) corresponding to the location and the 
epoch considered. The knowledge of IGeff and 
Az enables IRI and NeQuick respectively to 
compute the three dimensional electron density 
of the ionosphere for the geographic area under 

246 

http://www.edam533.com/MapInput.php


Data ingestion and assimilation in ionospheric models 

analysis. This technique has therefore been 
used to evaluate the performance of the two 
models to reproduce the electron density of the 
ionosphere at a given time and location. In par-
ticular the data analysis focused on the capabil-
ities of the models to retrieve the experimental 
foF2 values obtained from ionosondes located 
in the vicinity of the GPS receivers providing 
the TEC values. The results indicated that both 
models are able to reproduce the foF2 experi-
mental values reasonably well and consequent-
ly confirmed the effectiveness of the proposed 
electron density retrieval technique. 

4.2. NeQuick adaptation to GPS and 
ionosonde data 

Several tests have demonstrated the effec-
tiveness of the retrieval techniques based on the 
NeQuick adaptation to TEC data only, for ex-
ample when the model is used to reconstruct the 
critical frequency of the F2 layer. Nevertheless 
in some cases it appeared that, even if the TEC 
was correctly reproduced, the/oF2 values were 
not always adequately retrieved (Nava et al., 
2007). The results of these studies indicated the 
need to further improve of the model formula-
tion in terms of slab thickness. Therefore a 
method to adapt in near-real-time the NeQuick 
model to TEC and foF2 (and afterwards to 
hmF2) experimental values has been developed 
on the bases of the effective parameter concept. 

4.2.1. The NeQuick adaptation method 

At a given epoch it is assumed to have a 
GPS receiver tracking n satellites, thus deter-
mining a set of n slant TEC values and an 
ionosonde (located in the vicinity of the GPS 
receiver) providing the relevant foF2 value. 
Taking advantage of the ITU-R coefficients im-
plemented in the NeQuick model we define as 
Az_foF2 the effective ionization level value 
that allows NeQuick to reproduce the experi-
mental foF2 value. In a similar way, by means 
of the Dudeney formula (Dudeney, 1983) for 
hmF2 implemented in the NeQuick model we 
define as Az_hmF2 the effective ionization lev-

el value that allows NeQuick to reproduce the 
experimental hmF2 value. The effective param-
eters related to foF2 and hmF2 are therefore 
used to constrain the model peak parameters lo-
cally. Being the TEC mismodeling the differ-
ence between a modelled slant TEC and the re-
lated experimental slant TEC, the NeQuick 
model driven by the Az_JoF2 and Az_lvnF2 is 
used to minimize the RMS of the n TEC mis-
modeling as a function of a correcting factor for 
the NeQuick bottomside thickness parameter. 
This additional correcting factor for the 
NeQuick thickness parameter is therefore used 
to locally constrain the model slab thickness. It 
has to be noted that the use of the effective pa-
rameters Az\_foF2 and Az_hmF2 is required to 
estimate foF2 and hmF2 values with the ITU-R 
coefficients over a region surrounding the 
ground station. In this way the model peak pa-
rameters can be estimated for all the points 
needed for a slant TEC computation. The effec-
tive parameters and the correcting factor can 
therefore be inserted into NeQuick in order to 
(locally) retrieve the 3D electron density of the 
ionosphere for the epoch considered. 

4.2.2. The IRI adaptation method 

A scheme, similar to the one described in 
4.2.1, has also been used to adapt the IRI mod-
el to experimental TEC values and ionosonde 
peak parameters. In particular, in the case of 
IRI. the experimental values offoF2 and lvnF2 
have been directly used as input and the concept 
of effective parameter has not been applied. 
Nevertheless, the same modulating coefficient 
has been applied to IRI bottomside thickness 
parameter in order to modify the profile shape. 

4.2.3. Validation of the adaptation methods 

The latest technique developed to adapt 
NeQuick and IRI models to GPS and ionosonde 
data at a given location essentially tries to re-
produce the experimental slab thickness (hav-
ing TEC and foF2) of the ionosphere for the lo-
cation of interest. Since many electron density 
profiles could have the same slab thickness, the 
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correctness of the slab thickness itself does not 
imply the correctness of the electron density 
profile for the location considered. Therefore 
independent electron density values, (possibly 
complete profiles) are needed to validate the 
proposed adaptation method. In this respect, da-
ta obtained from the Incoherent Scatter Radar at 
the Jicamarca Radio Observatory (JRO) have 
been used for a preliminary validation, as they 
represent electron density profiles that could 
reach heights well above 1000 km. 

As a first step, no GPS or ionosonde data 
were considered, but JRO profiles were used di-
rectly to simulate the process of adapting 
NeQuick and IRI to GPS derived TEC and 
ionosonde peak parameters data. In fact TEC 
and peak parameters values are known from the 
profile and after the models adaptation it is pos-
sible to compare the retrieved and the experi-
mental profiles in order to evaluate the adapta-
tion technique effectiveness. 

As an example, the first results concerning 
the application of this near-real-time electron 
density retrieval technique to NeQuick and IRI 
model are illustrated in the left and right panels 
of fig. 9 respectively. In particular the figure 
shows the electron density profiles at Jicamarca 
for the day 20 Sep 2006 at 19.43 UT. The ex-
perimental values are plotted in red. The yellow 
profiles are obtained with the models driven by 
the flux of the day. The light blue profiles are 
obtained adapting the models to experimental 
TEC only. The green profiles are obtained 
adapting the models to experimental foF2 and 
hmFl. The blue profiles are obtained with 
NeQuick and IRI adapted to experimental TEC, 
foFl and hmFl. The figures show the effective-
ness of the proposed adaptation scheme in 
terms of vertical electron density profile recon-
struction, regardless of the model used to im-
plement it. Indeed, the best results are obtained 
when the models are adapted to experimental 

JRO 2006 09 20 UT: 19.43 JRO 2006 09 20 UT: 19.43 
Exp Std Tec F2peak F2 peak & TEC Exp Std Tec F2 peak F2 peak & TEC 

1400 1400 

1200 1200 

1000 1000 

Fig. 9. Electron density profiles at Jicamarca for the day 20 Sep 2006, 19.43 UT. Left panel: NeQuick-modelled 
profiles. Right panel: IRI-generated profiles. Red curves: experimental values. Yellow curves: models driven by 
the flux of the day. Light blue curves: models adapted to experimental TEC. Green curves: models adapted to 
experimental foFl and lmiF2. Blue curves: models adapted to experimental TEC,/oF2 and hmFl. 

o • . . . 1 . . . I 
0 0.2 0.4 0.6 0.8 1 
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TEC, foFl and hmF2 data and are similar for 
both NeQuick and IRI. 

In addition, the proposed adaptation scheme 
also indicates a possible strategy to improve the 
analytical formulation of the model. For exam-
ple it is possible to separate the contribution of 
the bottomside and the topside in order to have 
a modulating coefficient for each part of the 
model profile. 

4.3. Ray tracing through a tilted ionosphere 

Digisonde Doppler skymaps are now 
processed to determine zenith and azimuth an-
gles of the ionospheric horizontal tilt, thus in-
creasing accuracy of the HF raytracing (Huang 
and Reinisch, 2006). Real-time information on 
the ionospheric tilt is available from those 
digisondes that record skymaps after each 
ionogram. In combination with the vertical 
profile derived automatically from the 
ARTIST-scaled ionogram, the local tilt from 
the skymaps is used to derive the 3-D Ne distri-
bution representing the instantaneous iono-
sphere structure near the site. The characteris-
tics of each layer, e.g., critical frequencies and 
peak heights, are expressed as a function of lat-
itude A and longitude xp. In the neighbourhood 
of the sounder site each characteristic, e.g., 
foF2, is given as: 

foF2(lyj) = foF2m( 1 + C7 AA+ C8 At/0 
(1+ QAA + QAV) (4.1) 

The coefficients Ci and Cs for any given az-
imuth direction are determined with the use of 
the URSI/CCIR coefficients (that are also used 
in IRI), and the calculation of Cx and Cy, makes 
use of the measured ionospheric tilt data as de-
scribed by Huang and Reinisch (2006); foF2m 
is the local, measured foF2 value. Raytracing 
through simulated tilts shows that the differ-
ences in ground distances for one hop high fre-
quency (HF) propagation vary from about 1 km 
to 100 km depending on the assumed tilts and 
distances. Operational tests for distances up to 
approximately 100 km have demonstrated good 
results in determining the transmitter location 
in real time, and have illustrated the importance 

of using the actual ionospheric profiles and tilts 
in the raytracing. 

4.4. Supporting real-time operations of 
digisonde network 

Along with the growing network of 
digisonde contributing their real-time data to 
the space weather systems come increased 
overheads of maintaining healthy operations of 
the network. Special attention has been paid to 
the task of rapid automatic detection of the da-
ta quality problems in order to reduce the de-
mand for manual inspection of the data traffic 
from -35 digisondes. A new quality control 
system based on the Lowell DIDBase became 
operational in 2005. The system is capable of 
detecting data gaps due to failures in remote 
communications and various system malfunc-
tions that result in blank ionograms or poor 
quality of autoscaling. 

4.5. Regional Total Electron Content 
modelling/forecasting with 
geomagnetic activity corrections 

Regional TEC mapping is usually assisted by 
empirical models to yield better results in areas 
of irregular/sparse measurements. The approach, 
using the European regional TEC model NTCM 
(Jakowski, 1996), was used for years utilising 
GPS measurements from the International GPS 
Service (IGS) network. 

High resolution GPS data allow the determi-
nation of slant TEC values along numerous satel-
lite-receiver links over Europe. After calibration, 
the slant TEC data are mapped to the vertical by 
applying a mapping function based on a single 
ionospheric layer approximation set at an alti-
tude of 400 km. Afterwards, the measurements 
are assimilated into the NTCM model in which 
the TEC value is expressed as a function of time, 
latitude, season, and solar activity. 

The model coefficients are estimated via 
least square fitting to a large measurement data 
set and are regularly updated in line with the 
changing solar activity. 

The above-described modeling procedure en-
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Fig. 10. European TEC forecast (1 hour lead time) based on the NTCM use and the quiet-time geomagnetic 
activity correction for 3 October 2006 (1.0 < Kp < 2.67). 

sures that the final TEC map provides the real 
measurement values at the observation points 
and model values over areas void of observa-
tions. 

Recently, during the space weather project 
SWACI (Jakowski et al., 2005; 2006), the 
NTCM model has played another role. 

TEC short-term forecast maps have been ob-
tained by predicting the TEC median (geomag-
netically-quiet time) behaviour using the latest 
TEC value obtained from real-time GPS meas-
urements and assuming the future TEC gradient 
estimated by the NTCM model. In addition, an 
immediate correction of this median forecast is 
made, taking into account the geomagnetic ac-
tivity influence. 

TEC is known to depend on the geomagnet-
ic activity and to deviate from its median even 
during quiet conditions (K,,<4). 

Deviations exceeding 10% are possible, par-
ticularly at higher latitudes (Jodogne and 
Stankov, 2002). To better account for such vari-
ability, a synthetic index capturing the averaged 
response of the TEC value has been developed. 
Essentially, the index is an approximation of the 
averaged normalized behaviour of TEC at each 
geomagnetic level of activity. By assuming that 

the geomagnetic activity is the sole cause of the 
TEC deviation from median at a certain loca-
tion, the average behaviour of the above devia-
tions can be presented as a function of the plan-
etary geomagnetic index Kp (alternatively, the Ap 

index): 
3 

i.O 

depending on month of year (w), geomagnetic 
latitude (0) and longitude (A) of the location. 

The polynomial coefficients for the sites of 
the European ionosonde stations have been ob-
tained from data 

covering the majority of the 
recent solar cycle (Stankov and Jakowski, 
2006). 

TEC forecast maps, corrected with the help 
of this synthetic index, are presented in fig. 10. 

The TEC relative deviation from the median 
is strongly influenced by the storm time elapsed 
(i.e. the time elapsed from the storm onset) and 
the influence depends substantially on latitude 
and season (Stankov and Jakowski, 2007). A 
procedure for European TEC map correction, 
based on the TEC average storm-time devia-
tion, is currently being developed and will be 
reported in a follow-on publication. 
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4.6. Effectiveness of the IRI-2001-predicted 
N(h) profile updating with real-time 
measurements 

The analysis of the IRI 2001 model capabil-
ity to reconstruct the state of ionospheric ion-
ization under quiet and disturbed conditions 
and the analysis of the effectiveness of the IRI 
2001-predicted N(h) profile updating with real-
time measurements have been continued. Se-
lected European ionosondes data (parameters 
NmF2 and hmF2) for 2004 and those of the 
model have been compared. 

The results of our analysis shows that IRI 
model calculations are in worse agreement with 
observations especially during daytime hours at 
the ionospheric heights from 200 to 400 km. 

The disagreement between IRI 2001 model 
calculations and measured values increases 
mainly under disturbed conditions (Buresova 
et al., 2006). Similar findings were obtained 
comparing radio propagation parameters gen-
erated by a 2D ray tracing software abcray 03 
with those predicted by IRI 2001 and NeQuick 
models. 

Therefore, updating the IRI model with the 
near-real time measured ionospheric parame-
ters introduces actual corrections and makes 
the resulting N(h) profile more realistic. How-
ever, there still exist some limitations of the 
method. A limitation in the accuracy of the 
method itself, similar to the case of the method 
based on SIRM updating (Zolesi et ai, 2004), 
comes from performance of the automatic scal-
ing algorithm ARTIST under certain conditions 
(e.g. interference in the ionogram trace). 

In such cases, ARTIST fails to scale the 
ionograms correctly, leading to an error in the 
main parameters (Buresova et al., 2007) How-
ever, since the inputs are taken from several ref-
erence stations, the contribution of individual 
errors to the total result is expected to be small 
(it means, that the quality of the updated maps 
depends on the number of ionospheric stations 
that can provide the actual N(h) profiles). In ad-
dition, new ARTIST 5 version eliminates many 
of the weak points of the previous version, es-
pecially with regard to the handling of the trace 
gaps and F2 trace truncations (Reinisch et al., 
2005). 
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