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1. INTRODUCTION 

Communication systems typically use different analog and 
digital modulation techniques to send information between two 
or more apparatuses. 

The monitoring and classification of analog communication 
signals play an important role in military and civilian applications 
regarding the monitoring of non-authorised transmitters; 
electronic surveillance; and cognitive radio and reconfigurable 
communication systems [1][2]. 

In some of these applications, after the detection of the 
presence of a modulated signal in the spectrum [3][4], the 
automatic classification of the modulation scheme without a 
priori information is needed for the demodulation of the signal. 

The classification methods proposed in the literature can be 
divided into two main groups: decision theoretic and statistical 
pattern recognition. 

In the first group, the classification is based on the 
information obtained by signal enveloping characteristics, 
statistical moments, and phase trend [5]-[7]. Usually, the decision 
theoretic classifiers require empirical evaluation of thresholds 
that are compared with the estimated parameters of the signal or, 
in any case, some previous knowledge about the detected signal. 

It is noteworthy that the empirical thresholds are evaluated in 
specific operating conditions, and as a consequence, the 
effectiveness of the classifier cannot be warranted for new cases. 

Finally, the classification performance of the decision 
theoretic methods typically decreases along with the increasing 
of the amplitude of the noise superimposed on the signal. 

In the second group, the classification is obtained by the 
pattern recognition of some features estimated in the time or 
frequency domain on the signal under investigation [1][2][8]-[16]. 
Moreover, the classification performance of the statistical pattern 
recognition methods typically decreases along with the increasing 
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of the amplitude of the noise superimposed on the input signal 
due to the variability of the features. 

The automatic modulation scheme classification methods 
proposed in the literature therefore present important limitations 
due to the requirement to have some previous knowledge about 
the detected signal, the dependence of the classifier effectiveness 
on specific operating conditions, and the influence of the 
amplitude of the noise superimposed on the signal on the 
classifier performance. 

 In this article, a new Analog Modulation Classifier (AMC) 
relying on the joint utilisation of Empirical Mode Decomposition 
(EMD) and Machine Learning (ML) techniques is proposed to 
overcome the limitations of the existing classification methods. 
The AMC-EM estimates a set of features based on the analysis 
of the signal under investigation and uses these features as an 
input for a traditional classifier based on opportunely trained ML. 

The features are extracted by the EMD [17]-[24] of the input 
signal. The EMD is chosen for the feature estimation because, 
differently to other decomposition methods based on Fourier or 
Wavelet, it does not need a basis defined a priori. So, the EMD 
is suitable for non-linear and non-stationary signals that are 
typical in telecommunications. Moreover, each component 
obtained by the EMD is related to a different band of the signal, 
and as a consequence, it is influenced in a different way to the 
superimposed noise. This allows for the acquisition of some 
components that are influenced by the noise. Concerning the 
traditional classifier, which is based on ML, different techniques 
are compared by numerical tests in order to establish the one that 
ensures the best classification accuracy in different operating 
conditions. 

In this article, the operating conditions that are taken into 
account are (i) the inaccurate carrier frequency estimation of the 
signal under examination and (ii) different levels of 
superimposed noise. 

The ML techniques taken into account are those that are the 
most commonly used in the field of signal classification: (i) the 
Support Vector Machines (SVMs) [1][25] with linear, quadratic, 
and cubic kernels, (ii) the k-Nearest Neighbor (kNN) classifier 
[25], and (iii) adaptive boosting [25]. 

The signal modulation schemes considered in this paper are 
Amplitude Modulation (AM), Phase Modulation (PM), 
Frequency Modulation (FM), and Single-Sideband (SSB) 
modulation. 

The paper is organised as follows: in order to make the article 
self-contained and to declare the symbols used to define the 
signals, in Section 2, basic knowledge about the analog 
modulation schemes is briefly reported. The EMD and the ML 
techniques are summarised in Section 3 and Section 4, 
respectively. In Section 5, the signal generation parameters and 
the features that require estimation are highlighted, and a 
comparison of the training results of different ML techniques is 
provided. 

In Section 6, the AMC-EM is compared with other classifiers 
proposed in the literature by numerical tests, and its experimental 
evaluation is presented. In the last Section, conclusions are 
drawn. 

2. ANALOG MODULATION TECHNIQUES 

The analog modulation techniques codify the information 
that is to be transmitted in the amplitude, frequency, or phase 
modifications of the carrier signal, which is based on a sinewave 
characterised by the frequency fc. 

The general form of an analog modulated signal is expressed 
by the function: 

𝑠(𝑡) = 𝑥(𝑡)cos(2𝜋𝑓𝑐𝑡 + 𝑚(𝑡) + Θ) (1) 

where x(t) and m(t) are respectively the amplitude and the phase 

modification codifying the information, and  is the initial phase. 
The parameters of this form are imposed according to the 

particular modulation technique. 
In the case of AM, the information is codified only in the 

amplitude of the carrier signal, and no modification is introduced 
in its phase. 

Then, Equation (1) is modified as follows: 

𝑠(𝑡) = [1 + 𝑖𝑚𝑥(𝑡)]cos(2𝜋𝑓𝑐𝑡) (2) 

with im being the modulation index and x(t) the information that 
is to be transmitted. 

In the PM case, the information is codified as an 
instantaneous phase variation of the carrier signal, while the 
amplitude of the carrier signal remains constant. 

Therefore, the modulated signal can be expressed as: 

𝑠(𝑡) = cos(2𝜋𝑓𝑐𝑡 + 𝑘𝑝𝑚(𝑡) + Θ) (3) 

where m(t) is the information that is to be transmitted, and kp is 
the deviation constant. 

In the FM case, the information is encoded in the 
instantaneous frequency of the carrier signal. 

In particular, the deviation of the carrier frequency with 
respect to its centre frequency is proportional to the amplitude 
of the information that is to be transmitted. 

To obtain this result, the information is integrated with 
respect to time and is added to the carrier frequency. The 
resulting signal can be expressed as: 

𝑠(𝑡) = cos(2𝜋𝑓𝑐𝑡 + Δ𝑓 ∫ 𝑚(𝜏)
𝑡

−∞

𝑑𝜏) (4) 

where f is the frequency deviation. By considering m(t), 

bounded in the range ±1, f represents the maximum variation 
of the instantaneous frequency of the modulated signal with 
respect to the carrier frequency. 

The SSB modulation is a particular AM whereby the 
bandwidth of the signal is reduced. To obtain this result, 
Equation (1) is modified as follows: 

𝑠(𝑡) = 𝑥(𝑡)cos(2𝜋𝑓𝑐𝑡) ∓ �̂�(𝑡)sin(2𝜋𝑓𝑐𝑡) (5) 

where �̂�(𝑡) is the Hilbert transform of x(t). 

3. EMPIRICAL MODE DECOMPOSITION 

The EMD is the basis of the Hilbert-Huang Transform [17-
24]. 

Through the EMD, a signal is decomposed in a set of 
functions called Intrinsic Mode Functions (IMFs) and in a 
monotone residue. The IMFs are characterised by slow 
amplitude variations with respect to the oscillation period. 

Differently to other decomposition approaches, such as 
Fourier and Wavelet, the EMD does not have a prefixed basis; 
therefore, the EMD allows for the acquisition of a highly 
efficient decomposition. 

The main drawback of the EMD is the unpredictable number 
of the obtained IMFs. As a consequence, it is necessary to 
establish a suitable fixed number of IMFs to be taken into 
account for classification purposes. On the one hand, the 
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number of IMFs must be sufficiently high so as to allow the 
evaluation of a sufficient number of features for the ML 
classifier. On the other hand, it must be sufficiently small so as 
to be suitable for all the kinds of signal modulation schemes 
considered in this study. 

In order to present the theoretical tools that justify the 
selection of this number and to make the article self-contained, 
the criteria used by the EMD to evaluate each IMF and the 
implemented algorithm are described here. 

Each IMF satisfies two conditions [26]: 
1. The number of local maxima, local minima, and zero 

crossings are equal or differ at most by one in the 
observation interval. This condition ensures that the 
local maxima and minima are positive and negative, 
respectively. 

2. The mean value of the envelope defined by the local 
maxima and the envelope defined by the local 
minima is zero – at any time instant. This ensures 
that the instantaneous frequency does not have 
unwanted fluctuation due to the asymmetric 
waveform. 

By considering that s(t) is decomposed in a finite number N 
of IMF, the input signal can be expressed as: 

𝑠(𝑡) = ∑IMFi(t) + 𝑟(𝑡)

𝑁

𝑖=1

 (6) 

where r(t) is the residue. The steps of the EMD algorithm are 
presented in Figure 1, and they are explained as follows: 

a. Detect the local extrema of the input signal s(t), as the 
samples that are larger than four of its neighbouring 
samples. 

b. Fit through cubic splines the upper and lower extrema to 
obtain the upper and lower envelope. 

 

Figure 1. Flowchart of the EMD algorithm. 

 

Figure 2. Trend of an SSB modulated signal and its first four IMF components. 
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c. Evaluate the mean value m1(t) of the upper and lower 
envelope point by point. 

d. Define h1(t) = s(t) - m1(t). 
e. If the two IMF conditions are satisfied by h1(t), then this last 

one is an IMF. If they are not thus satisfied, then repeat 
from step (a) by considering h1(t) as the input. Subtract from 
the input signal s(t) all the evaluated IMF. If the residue has 
at least two extrema, repeat the procedure from step (a) on 
the residue for the evaluation of another IMF. 

 

4. MACHINE LEARNING TECHNIQUES 

The ML includes algorithms designed to learn some of the 
data features from a dataset automatically [27]-[29]. 

ML theory proposes different techniques that can be 
classified as supervised or unsupervised. In supervised ML 
algorithms, the learning process requires the class and the 
features of each sample used for training. Once the algorithm 
learns from the training samples, it can be used on unclassified 
samples. Conversely, unsupervised learning algorithms tries to 
learn from unclassified samples (used for training) how to classify 
them. 

This article is focused on the most commonly used supervised 
learning techniques for signal classification [25]: SVMs, the kNN 
classifier, and adaptive boosting. 

The SVM [1][25] is a supervised learning algorithm that 
determines the separation of hyperplanes for the classification of 
different classes of data. The criteria for determining the 
hyperplanes is typically the maximisation of the margin among 
the classes and the minimisation of the classification error. 

In the case that the input data are not linearly separable, it is 
possible to map the data in a higher-dimensional feature space 
by using a nonlinear SVM (for example, quadratic or cubic ones). 

The SVM can be advantageously used in the convex 
optimisation problem i.e. the classification. In fact, the SVM 

provides a unique solution. Moreover, the classification is 
performed in the input space by using a kernel function. This 
also provides an efficient computation in the case of a large set 
of features. 

With kNN, the classification of the input data is based on the 
closest training example in the feature space [25]. A data is 
classified on the basis of the majority vote of its kNNs, where 
the number of neighbours, k, is selected a priori [25]. 

The neighbours are taken from a dataset with known 
classification, and the common value of k is 1, for which the 
allocation is made to the nearest neighbour. The main advantage 
of kNN is the computation time, which is lower than other ML 
techniques. 

Adaptive boosting is a ML approach that combines many 
relatively weak and inaccurate rules (classifiers) to create a highly 
accurate prediction [30]. Iteratively, for each estimated classifier, 
a score is assigned and linearly combined with the other ones to 
obtain the final classifier. 

5. SIGNAL GENERATION AND FEATURE EXTRACTION 

The set of signals used to train the ML techniques includes 
both real and simulated signals. 

In particular, in the following section, the case of voice signals 
is considered as a practical example. The band of the signals is 
limited to 4 kHz, which is the typical single voice-frequency 
transmission channel bandwidth, by means of a 9th-order low-
pass Butterworth filter. The real signals are obtained by 
modulating audio conversation. Instead, the simulated signals, as 
suggested in [1], are generated by means of a first-order 
autoregressive process: 

𝑦(𝑘𝑇𝑠) = 0.95𝑦((𝑘 − 1)𝑇𝑠) + 𝑛(𝑘𝑇𝑠) (7) 

where Ts is the sampling period, and n(kTs) is a random Gaussian 
generator. The sampling frequency for the signals is 80 kHz. 

 

Figure 3. Trend of a noisy SSB modulated signal and its first four IMF components. 
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Both the real and the simulated signals are modulated by using 
the schemes described in Section 2. 

In order to obtain the features to train the classifiers and to 
ensure that these features include the case of inaccurate 
evaluation of the carrier frequency, for each modulation 
technique, a set of 650 modulated signals is considered. 

The set comprises 50 real signals and 600 simulated signals. 
By directly considering the intermediate frequency band, the 
intermediate carrier frequency used to generate the signals varies 
from 5 kHz to 5.5 kHz. This carrier frequency range permits the 
acquisition of the resulting signals with a low sampling frequency. 
Finally, the modulated set of signals is affected by arbitrary white 
Gaussian noise with a Signal-to-Noise Ratio (SNR) included in 
the range [-5, 65] dB. 

To establish the number of IMFs for the training of the ML 
techniques, it is considered that the decomposition process 
preliminarily isolates the high-frequency mode, and successively, 
with each step representing a lower-frequency mode. In fact, in 
Figure 2, the case of an SSB modulated signal and its first four 
decomposition IMFs is shown. 

The decomposition can change in terms of its dependence on 
the level of noise superimposed on the signal. Figure 3 shows the 
decomposition of the SSB modulated signal shown in Figure 2 
with superimposed noise. The noise makes the IMF1 
characterised by higher variability on its trend compared with the 
one shown in Figure 2 because IMF1 mainly represents the noise. 
Conversely, the other IMF components show a similar trend to 
the corresponding ones in Figure 2. 

For this reason, for the training of the ML techniques, 
features extracted from the first three IMF components of the 
modulated signal affected by different values of noise are 
considered. 

The features extracted from the IMF for the training of the 
ML techniques are: 

• Standard deviation: the second-order moment that 
measures the variability of the data around the mean value, 
defined as: 

σIMFi
= √

1

N
∑(IMFi(k) − IMF̅̅ ̅̅ ̅

i)
2

N

k=1

 (8) 

where N is the number of samples and IMF1 is the mean 
value of the i-th IMF component. 

• Skewness: The third-order moment that represents the 
asymmetry degree of the distribution of the value around 
the mean value of the IMF, defined as: 

SIMFi
=
1

N
∑(

IMFi(k) − IMF̅̅ ̅̅ ̅
i

σIMFi

)

3N

k=1

 (9) 

• Kurtosis: the fourth-order moment that describes the 
flatness of the IMF distribution with respect to the normal 
distribution, defined as: 

KIMFi
=
1

N
∑(

IMFi(k) − IMFi̅̅ ̅̅ ̅̅

σIMFi

)

4N

k=1

 (10) 

Moreover, in order to better identify the phase modulation, 
the utilised parameter is the standard deviation of the 
instantaneous frequency of the IMF component, defined as: 

𝜎𝐷𝑝IMF𝑖 = [
1

N
(∑angle(hilbert(IMF𝑖))

2
N

k=1

)

−…(
1

N
∑angle(hilbert(IMF𝑖))

N

k=1

)

2

]

1
2

 

(11) 

 
Figure 4. Mean value of the standard deviation for AM, PM, FM, and SSB 
modulation from the first three IMFs. 

 
Figure 5. Mean value of the skewness for the modulation AM, PM, FM, and 
SSB from the first three IMFs. 



 

ACTA IMEKO | www.imeko.org June 2020 | Volume 9 | Number 2 | 71 

In order to reduce the number of parameters used in the 
classification permitting the correct classification, the mean value 
of each parameter versus the SNR is considered. 

Figure 4 shows the mean value of the standard deviation for 
the considered modulation schemes versus the SNR in the case 
the carrier frequency is 5 kHz. The figure highlights that the first 
three IMFs determine different regions in the feature space for 
the classification of each modulation scheme. The trend of the 
parameters is due to the spectrum distribution of the input signal, 
of the noise, and to the band represented by the IMF. The 
increasing of the noise level reduces the IMF band that will 
include more noise than signal. 

Naturally, these parameters are insufficient for the 
classification, particularly for a low value of SNR. In fact, the 
separation between the modulations is small, and the fluctuation 
of the parameters can generate a misclassification. 

Figure 5 shows the mean value of the skewness for the 
considered modulation schemes versus the SNR. In this case, the 
trend of the skewness of IMF1 for the different modulation 
schemes shows a different range of value, particularly for the 
AM, with minimal influence from the noise. Instead, the other 
components do not show the same characteristic; therefore, they 
are not considered as being between the parameters for the 
training and classification of the ML techniques. 

A similar analysis is performed for the mean value of the 
kurtosis of the IMF of the modulated signals versus the SNR 
showed in Figure 6. In this case, the kurtosis value of IMF1 shows 
a separation between the different modulation and is used for the 
classification. The other decompositions do not show a sepa-
ration among the modulations, particularly for a low SNR value. 

Finally, Figure 7 shows the mean value of DP for the 
modulation scheme under consideration versus the SNR value. 
This figure highlights that all the three IMFs furnish information 
that can be used for the classification. This parameter is 
particularly important in the case that a carrier frequency error is 
present on the signal under examination. Then, the total number 
of features used in the ML algorithm is 12. 

6. NUMERICAL AND EXPERIMENTAL TESTS 

The feature extraction and classification systems are 
implemented in the MATLAB environment. The number of 
samples used for the classification feature estimation is 20,000, 
which represents an observation time of 0.25 s [1]. The training 
set of signals is generated as previously described, and the 
confusion matrix for the considered ML techniques is shown in 
Figure 8. The diagonal elements represent the modulated signals 
correctly classified. Instead, the values outside the diagonal are 
the misclassified signals. 

As evidenced, the linear, quadratic, and cubic SVMs and the 
kNN have an overall classification accuracy of 100 %. Instead, 
the adaptive boosting method completely misclassifies the FM 
signals – recognised as PM. For this reason, in the successive 
analysis, the adaptive boosting ML technique is not considered. 

In order to verify the behaviour of the ML techniques with 
signals not included in the training set, for each modulation 
scheme, a test set of 200 signals is generated with a carrier 
frequency included in the range [5.0, 5.5] kHz, and with the SNR 
equal to 5 dB. Figure 9 shows the confusion matrix for these 
signals: for the quadratic SVM, the overall classification accuracy 
continues to be 100 %; it decreases to 99.9 % for the linear and 
cubic SVMs and to 99.5 % for the kNN. 

6.1. Comparison with other methods 

In order to assess the advantages of the proposed classifier, 
AMC-EM is compared with another classifier available in the 
literature [15] that is capable of classifying the same modulation 
schemes as the proposed one. 

 
Figure 6. Mean value of the kurtosis for the AM, PM, FM, and SSB modulation 
from the first three IMFs. 

Figure 7. Mean value of σDp for the modulation AM, PM, FM, and SSB 
modulations from the first three IMFs. 
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Other available classifiers are specific to single modulation 
and fail in the case examined in this article [24]. The comparison 
is performed by numerical tests executed in the aforementioned 
operating conditions. The method proposed in [15] is based on 
Artificial Neural Network (ANN) for the pattern recognition of 
a set of features extracted from the modulated signal. 

The features used by the method proposed in [15] are: 

• the maximum of the squared Fourier transform of the 
normalised signal amplitude; 

• the index of the spectrum symmetry around the carrier 
frequency; and 

• the standard deviation of the instantaneous phase. 

The first disadvantage of the classifier proposed in [15] with 
respect to the proposed AMC-EM is that it requires knowledge 
of the carrier frequency, and this information must be included 
in the training and in the test phases. This a priori requirement 
requires that the numerical tests are executed by considering a 
fixed value of the carrier frequency in order to compare the two 
methods. In the following section, a carrier frequency of 5.25 
kHz is selected. 

The same number of samples and sampling frequency are 
used to test both the classifiers. After the training of the network, 
100 signals for each modulation scheme are classified by the two 
methods: the proposed one (i.e. the quadratic SVM with features 

extracted from the EMD) and the ANN proposed in [15]. Figure 
10 shows the overall accuracy of the two methods versus the 
SNR. If the SNR of the signal is higher than 5 dB, both methods 
obtain an accuracy of 100 %. 

For an SNR lower or equal to 5 dB, the ANN decreases its 
accuracy with respect to the proposed method. 

6.2. Experimental tests 

In order to evaluate the performance of the proposed AMC-
EM experimentally, a specific test bed is designed (Figure 11), 

 

Figure 8. Confusion matrix of the training set for the ML techniques taken 
into consideration. 

 

Figure 9. Confusion matrix of the classification results with signals not 
included in the training set. 

 

Figure 10. Overall accuracy, in percentage, for the proposed AMC-EM and for 
the classifier proposed in [15]. 
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allowing for the acquisition and analysis of the modulated signals 
in a wide-band spectrum [31]. 

The test bed is formed of: 

• a PC for the management of the instrumentation and the 
analysis of the acquired signals; 

• a PXI chassis, which includes: 
o an NI 5622 IF digitiser from National Instruments for 

the acquisition of the signals; and 
o a PXIe-5641R transceiver for signal generation. 

Suitable software developed in LabVIEW runs on the PC for 
the instrumentation setup and the acquisition of the signals. In 
particular, the LabVIEW software: 

• sets up the PXIe-5641R to generate a signal with a carrier 
frequency of 305.25 kHz, a selected modulation, and an 
established superimposed level of noise; 

• triggers the PXIe-5641R to generate the signal; and 

• triggers the PXI 5622 to acquire the modulated signal, 
which is digitally down-converted to have a carrier 
frequency of 5.25 kHz and is down-sampled to 80 kHz. 

After the digital down conversion, the LabVIEW software 
executes the MATLAB code for the classification. 

In the tests, 100 signals are used for each modulation scheme. 
Figure 12 shows the results of these experimental tests by varying 
the SNR. In particular, 0, 5, and 10 dB of SNR have been 
considered. As shown in Figure 12, the experimental results agree 
with the numerical ones. In particular, the robustness of the 
AMC-EM is also experimentally assessed for a low value of SNR: 
at 0 dB, there is a misevaluation of the FM signals of only 2 %. 

7. CONCLUSIONS 

In this article, a new automatic analog modulation classifier, 
the AMC-EM, was presented. The AMC-EM works without the 
a priori information of the input signals. It analyses the 
modulated signal by means of the EMD to extract the features 
that are used by a suitable ML technique for the classification. 
Selection of the specific ML technique is performed by 
comparing the performance of the most commonly used ones in 
the field of signal classification and the quadratic SVM has 
showed the best performance. 

The AMC-EM has been characterised in simulation by 
considering signals corrupted by additive white Gaussian noise, 
and it also shows very interesting results for low SNR values. The 
usefulness of the proposed classifier with respect to the existing 
ones was assessed by comparing the AMC-EM with another 
classifier, available in the literature, based on ANN. With respect 
to other classifiers presented in the literature, the ANN can be 

used with different modulations, such as the AMC-EM. 
Conversely, the other ones are suitable only for specific 
modulations. Differently to AMC-EM, the ANN classifier 
requires the a priori knowledge of the carrier frequency, while 
the AMC-EM operates in completely blind conditions. 
Moreover, by testing the two classifiers in the same operating 
conditions, it is highlighted that the AMC-EM is more robust 
concerning the influence of noise. 

Experimental tests have been carried out to evaluate the 
AMC-EM with real signals. The experimental results agree with 
the simulated ones, making AMC-EM a promising method for 
the automatic classification of the analog signal in typically noisy 
environments. 
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