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1. INTRODUCTION 

“The Internet of Things (IoT) extends the idea of 
interconnecting computers to a plethora of different devices, 
collectively referred to as smart devices [1].” These devices are 
connected to physical items, usually called “things,” such as 
home appliances, vehicles, buildings, and wearable objects. The 
IoT paradigm is applied in several applications, including 
transportation and industrial sectors [2-8], allowing users to 
monitor and manage complex systems in a simple way. However, 
IoT represents a technological challenge in several respects, 
specifically hardware [9] and telecommunication aspects [2, 10]. 

The most common IoT systems aim to monitor and manage 
physical quantities related to the “things” to which they are 
applied. Thus, the measurement of these physical quantities plays 
a crucial role from the design to the test phases of an entire IoT 
system. 

First, for designing an IoT system, the physical quantities that 
require monitoring must be defined. Then, the data acquisition 
system of each IoT node is designed according to the defined 
quantities. The acquired data must be shared over the Internet 
with the following constraints: (i) minimization of the amount of 
the exchanged data, while maintaining the entirety of the 
information, (ii) reduction of the time delay required for sharing 

the data over the network, and (iii) an increase in the lifetime of 
the nodes. To comply with these constraints, it is crucial to 
measure (i) the power consumption of each node, which depends 
on the hardware and software implementation of the whole IoT 
system, and (ii) the time delay that occurs due to the data 
processing and the network. Furthermore, in the case of mobile 
applications, it is crucial to measure the position of the devices 
such that it is possible to associate the position where the 
measurements are taken with the measurement information. 
Lastly, the synchronization of the IoT nodes must be guaranteed 
in order to allow the implementation of time division multiple 
access (TDMA) communication protocols and to complement 
the measurement information with the time instant at which it 
has been acquired. 

The aim of this paper is to present and discuss the key 
measurement aspects for the design of an IoT system. In 
particular, the generic design guidelines for an IoT system are 
summarized according to two important requirements: the 
power supply capabilities of the infrastructure and the time delay 
constraints of the application. Several research contributions in 
the measurement field are reviewed, proposing innovative 
solutions that attempt to satisfy the abovementioned 
requirements. From an analysis of the scientific literature in the 
measurement field, it is clear that the main research trends are 
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focused on (i) energy-aware data acquisition systems, (ii) 
localization of mobile IoT nodes, and (iii) precise 
synchronization protocols. In this paper, an overview of these 
research contributions is given. 

The paper is organized as follows. In Section 2, the general 
architecture of an IoT system is presented and some examples of 
IoT systems are reported. Section 3 presents four IoT system 
typologies that are defined on the basis of the power supply 
capabilities of the system components and the time delay 
constraints imposed by the application. Furthermore, in Section 
3, design guidelines for an IoT system are summarized. A brief 
review on the research contributions in the measurement field 
concerning the implementation of energy-aware data acquisition 
systems is presented in Section 4. Section 5 presents an overview 
of the research contributions concerning the implementation 
measurement systems for accurate localization of mobile IoT 
nodes. Section 6 reports the classification of the synchronization 
protocols available in the literature on IoT systems. The final 
section concludes the paper. 

2. GENERAL ARCHITECTURE OF AN IoT SYSTEM 

An IoT system allows for digitizing the physical quantities 
related to a huge number of physical objects. Thus, it converts 
the real world into a virtual world, allowing for the sharing of the 
object capabilities over the Internet. To this end, an IoT system 
must comply with several key requirements [11], which can be 
classified as (i) resource control, (ii) energy awareness, (iii) quality 
of service (QoS), (iv) interoperability, (v) interference 
management, and (vi) security. Resource control is related to the 
fact that all IoT nodes must be remotely accessible and 
configurable. Furthermore, as an IoT system is composed of a 
huge number of nodes, it is necessary to manage the availability 

of redundant resources. Usually, IoT nodes are powered by 
batteries. Thus, the design of an IoT system from the network 
level to the hardware level (i.e., sensors, actuators, 
microcontrollers) must minimize the power consumption of the 
single device and of the overall system. QoS in IoT is ensured by 
assigning priorities to services and data [11]. For example, 
services that require real-time processing or early warning must 
have a higher priority than other services. Moreover, a service 
must provide only relevant information to the users by 
processing and fusing the large overall amount of data that is 
provided by all IoT nodes. An important feature of an IoT 
system is the interoperability of devices made by several different 
manufacturers. This feature requires adaptation between the 
networking protocols of the different devices. Another 
important characteristic of an IoT system is related to 
interference management. The huge number of devices 
connected to the Internet by means of multi-radio transceivers 
requires the design of communication protocols for minimizing 
the effect of electromagnetic interference among neighboring 
nodes. Moreover, the level of security related to the exchanged 
data and to the access to each IoT node is an essential 
requirement. Finally, to guarantee the system’s reliability, it is 
important to implement procedures that automatically recognize 
the faults and failures of the entire IoT system. 

The design guidelines of an IoT system from the perspective 
of hardware, software, and communication must consider the 
abovementioned requirements. Furthermore, once the system 
has been designed and implemented, it is necessary to verify 
compliance with the design requirements. To this end, 
measurement methods must be provided for measuring the 
parameters that quantify the performance of an IoT system 
following such requirements. 

In the literature on this topic, several works have focused on 
the implementation of IoT systems, and several architectures 
have been proposed [12]. All these systems have been designed 
in order to comply with at least two or three of the 
abovementioned requirements. Furthermore, they have several 
blocks in common. Such similarities allow us to draw a general 
scheme of an IoT system. According to [2], the general 
architecture of an IoT system consists of the following layers 
(Figure 1): (i) the physical layer, (ii) the data exchange layer, (iii) 
the information integration layer, and (iv) the application service 
layer. 

The physical layer is composed of sensor and actuator nodes 
that allow the monitoring and the control of physical quantities 
related to the physical objects. Furthermore, the sensor and 
actuator nodes communicate with each other and share data over 
the Internet. In general, a sensor and actuator node consists of 
the following components: (i) a microcontroller; (ii) smart 
sensors that communicate the measurement data to the 
microcontroller via digital interfaces (such as the inter-integrated 
circuit [I2C], the serial peripheral interface [SPI], and the 
universal asynchronous receiver-transmitter [UART]); (iii) 
actuators that consist of transducers (such as motors, relays, 
thermal resistors, and speakers) and electronic circuitry used to 
drive them by means of commands received from the 
microcontroller; (iv) a power supply system that, according to the 
application requirements, is connected directly to the electrical 
network or consists of batteries with a harvesting system; and (v) 
wireless and/or wired transceivers, which enable communication 
between the nodes. 

The data exchange layer aims to provide Internet connection 
capabilities to the sensor and actuator nodes. In particular, data 

 

Figure 1. The general architecture of an IoT system [2]. 
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is collected from the sensor nodes and is shared over the 
Internet. Commands can be sent to the actuators. According to 
the network topology, the data exchange layer is implemented in 
two ways: (i) concentrator nodes communicate with the sensor 
and actuator nodes as well as with the Internet gateways, which 
provide Internet capabilities to all the devices in the physical 
layer; or (ii) the sensor and actuator nodes have an Internet 
connection and can interact with the cloud server. In particular, 
the first network topology is used when it is needed to minimize 
the power consumption of the sensor and actuator nodes, 
especially when they are powered by batteries. 

The information integration layer is also known as the 
middleware layer. It stores, analyzes, and processes the huge 
amount of data that comes from the data exchange layer. It 
employs several technologies, including databases, cloud 
computing, and big data processing modules. This layer creates 
an abstraction of the physical layer by processing the large 
amount of data given by the data exchange layer and by providing 
the compressed and more intuitive information that is usually 
required by the end user. According to [13], the features of an 
information integration layer are: (i) interoperability and 
application programming interface; (ii) scalability; and (iii) the 
security and privacy protection. The first feature facilitates 
collaboration and information exchange between heterogeneous 
nodes. In particular, two types of interoperability should be 
assured: semantic and syntactic. Semantic interoperability deals 
with abstraction of the meaning of the data within a particular 
domain according to the services that must be provided to the 
end user. Syntactic interoperability ensures that the devices can 
communicate the data to each other even if the shared portions 
of data have different formats, structures, and encodings. The 
information integration layer must manage the system scalability 
by automatically making the required changes when the 
infrastructure scales (e.g., when a new IoT node is added to the 
system). Furthermore, the integration layer must protect the 

shared data by means of encryption, and it must limit access only 
to specific users by means of reliable user authentication 
methods. 

The application service layer consists of digital services that 
allow the management of the entire IoT system or parts of it by 
using the abstraction provided by the integration layer. In par-
ticular, end users can interact with the IoT nodes by visualizing 
the integrated information and by sending operative commands 
that are implemented in the information integration layer. 

The proposed general architecture, depicted in Figure 1Figure 
1. The general architecture of an IoT system [2]., can be used to 
model an IoT system, and in the following section, two examples 
of an IoT system implementing such architecture are presented 
and analyzed. 

In [14], the authors implemented an IoT-based system for the 
real-time monitoring of a decentralized photovoltaic plant. As 
depicted in Figure 2, the physical layer is composed by an 
analog/digital converter embedded system (ADCES) that 
consists of a PIC18F microcontroller that includes a native USB 
interface as well as analog voltage, current, temperature, and solar 
irradiance sensors. The ADCES acquires the data provided by 
the sensors and sends it via USB to the embedded Linux system 
(ELS). Furthermore, the ELS acquires the measurements 
provided by the ambient temperature and relative humidity 
digital sensors and combines them with the measurements of the 
ADCES. All the data is shared over the Internet thanks to the 
Wi-Fi interface of the ELS, which is connected to an Internet 
gateway. The information integration layer is implemented on a 
cloud server, where the data is stored directly on a database. The 
application service layer, where the user can interact with the 
Cloud server, is implemented by means of a web application. In 
the beginning, the web application requires user authentication. 
Thereafter, it shows the instantaneous measured values provided 
by the sensor nodes and the stored historical data with a time 
scale of one minute. 

 

Figure 2. The general architecture of an IoT-based system for real-time 
monitoring of a decentralized photovoltaic plant. 

 

Figure 3. The general architecture of an IoT system applied to guardrails 
installed along the road infrastructure. 
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Another example of the IoT system is reported in [15]. The 
study in [15] proposes an IoT system applied to the guardrails 
installed along the road infrastructure (Figure 3). The physical 
layer consists of two types of sensor and actuator nodes: (i) the 
traffic safety nodes and (ii) the environment monitoring nodes. 
The first one contains (i) a speed measurement system, which 
measures the vehicle speed; (ii) a proximity measurement system, 
which detects when a vehicle is going to be dangerously close to 
the guardrail respect to a defined safety distance; (iii) an impact 
detection system, revealing a crash of a vehicle with the guardrail; 
and (iv) an alert system, consisting of a light and acoustic system, 
which are activated in the case of an accident, the dangerous 
approach of a vehicle to the guardrail, and when a remote 
command is received. The environment monitoring nodes 
provide (i) PM2.5, PM10, CO2, NO2, and SO2 concentration 
measurements; (ii) ambient temperature and relative humidity 
measurements; and (iii) information related to the conditions of 
the road surface. In addition to the sensors, both types of the 
nodes embed (i) the IRIS mote platform, which includes an 
IEEE 802.15.4 radio transceiver and the ATmega1281 
microcontroller; and (ii) a power management system that is 
connected to an external battery, charged by a photovoltaic 
panel. The data exchange layer consists of a concentrator that 
collects the data provided by the sensor and actuator nodes and 
sends them to a server through an Internet key. Furthermore, 
each concentrator manages a mesh network composed by the 
sensor and actuator nodes. For the communication, the IPv6 
over a low-power wireless personal area network (6LoWPAN) 
protocol is adopted. The integration information layer is 
implemented on the server, which provides (i) information 
related to the traffic conditions by estimating the average speed 
on the road section according to the number of vehicles crossing 
the road and each vehicle speed; (ii) information related to the 
surface road conditions; (iii) the concentration measurements of 
the considered pollutants and, if they are higher than the 
maximum allowed value, an alert semantic command is stored on 
the database; (vi) the entities of the vehicle-guardrail impacts that 
eventually occurred; and (v) a command that can be send to each 
node to remotely activate the alert system. The application 
service layer is implemented using a web application that shows 
to the user the information provided by the previous layer on a 
map and allows them to interact with each sensor and actuator 
node for activating the alert system. 

3. DESIGN GUIDELINES FOR IoT SYSTEMS 

Of course, the specific design of an IoT-based system 
depends on the type of application; however, according to the 
general architecture presented in the previous section, it is 
possible to define some common design guidelines. In this 
section, the key steps required for the design of each IoT layer 
are described. Furthermore, simple guidelines for the design of 
an IoT system are summarized. 

In order to define the guidelines for designing an IoT system, 
it is necessary to look at some parameters related to the target 
application. In particular, as reported in Figure 4, IoT systems 
can be classified according to (i) the maximum time delay 
required for receiving and transmitting the information from and 
to the sensor/actuator nodes; and (ii) the power supply 
capabilities of the infrastructure or, in general, of the objects 
where the IoT nodes will be installed. By combining these 
parameters, four typologies of IoT systems can be identified: (i) 
battery-powered and real-time IoT systems; (ii) battery-powered 
IoT systems; (iii) network-powered and real-time IoT systems, 
and (iv) network-powered IoT systems. 

In particular, the first couple of typologies are applied in the 
case of applications in which the power network is unavailable 
or in the case that the IoT system is composed of mobile devices 
and the time delay required for transmitting and receiving data 
from the sensor and actuator nodes by the end user is 
constrained. An example of this typology is reported in [16]. Such 
a system consists of sensor and actuator nodes placed along the 
road infrastructure on the guardrails. Due to power network 
limitations, the power system consists of a photovoltaic panel 
with a battery [17]. Furthermore, due to the fact that the system 
aims to send warnings to the user and to the other 
sensor/actuator nodes related to the impacts between the 
vehicles and the guardrails, the required time delay of the data 
packets must be less than 110 ms [18]. 

A battery-powered IoT system is usually applied for 
monitoring physical quantities (temperature, humidity, pollutant 
concentration, etc.) that have a low variation in time and in 
environments in which the power network is not available. For 
example, the researchers in [19] propose an IoT system to 
monitor temperature, humidity, and CO2 for implementing an air 
quality and weather monitoring system in a smart city. In that 
case, the time required for sending the temperature, humidity, 
and CO2 concentration measurements is around 40 s, and the 
power supply system consists only of a battery. The adopted 
communication interface is the Wi-Fi connection. The 
researchers in that study implemented an algorithm for each 
sensor node such that it goes into several sleep states for reducing 
its power consumption. In this way, they increase the lifetime of 
the battery. 

Applications that require the management of early warnings 
and the time at which the infrastructure that is intended to be 
monitored has a power network connection available fall within 
the third typology. As reported in [2], this is a smart energy 
application. In particular, in the case of the monitoring and 
management of the power grid, the IoT system consists of 
several phasor measurement units (PMUs) placed along the 
network itself, which measures voltages and currents 
simultaneously. If the smart energy system is aiming to achieve 
protection, it requires the implementation of early warning 
mechanisms from the data exchange layer up to the application 
service layer. In this case, the P-class PMUs are adopted 

 

Figure 4. The four proposed IoT system typologies. 
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according to the IEEE Std C37.118.1-2011, and a network-
powered and real-time IoT system is needed. 

For applications in which the power network is available and 
no time delay constraints are imposed, a simple network-
powered IoT system can be used. This is the case in industrial 
applications, where it is necessary to extend the capabilities of an 
already available network (e.g., based on RS-485) of sensors and 
actuators with IoT. For example, in [20], the researchers propose 
a multi-channel RS-485 IoT gateway, consisting of an embedded 
device with an ethernet interface and 32 RS-485 ports. Another 
example of a network-powered IoT system is reported in [21]. 
The researcher proposes therein an IoT system for sharing the 
data provided by biomedical devices, such as nuclear medicine 
images, MRI images, and digitized x-rays. For example, the 
access point communicates with medical devices, and it is 
connected via ethernet to the Internet. All the collected data is 
shared on a medical data cloud service. 

Considering the power supply capabilities of the 
infrastructure where the IoT nodes will be installed and the time 
delay constraints, in the following section, some guidelines for 
the design of an IoT system are summarized (see Figure 5): 
1. Definition of the system requirements in terms of power 

supply capabilities and time-delay constraints. 
2. Choice of the IoT system typology, according to the 

abovementioned definitions. 
3. Definition of the requirements related to the physical layer in 

terms of (i) number and types of sensor and actuator nodes; 
(ii) maximum power consumption for each node; (iii) target 
uncertainty related to the physical quantities measured by 
each sensor; (iv) target accuracy and precision of the 
actuators; (v) typology of the digital interfaces for acquiring 
the measurements provided by the sensors and for driving 
the actuators; (vi) computational effort of the data processing 
algorithms that will be implemented on the node; and (vii) 
time delay required for data processing. 

4. Definition of the requirements related to the exchange layer, 
in terms of (i) maximum time delay allowed for sending or 
receiving a packet to or from the nodes; (ii) typology of 
communication, wireless or wired; (iii) network topology; (iv) 
maximum distances for the communications among the 
sensor/actuator nodes, the sensor/actuator nodes and the 
concentrator, the sensor/actuator nodes and the gateway, 
and the concentrator and the gateway; (v) maximum power 
consumption allowed for the communication; and (vi) type 
of data cryptography. 

5. Requirements related to the information integration layer: (i) 
definition of the end users; (ii) definition of the number and 
kinds of services that must be provided to each end user; (iii) 
definition of the integrated information needed for 
implementing each service; (iv) definition of the information 
integration layer architecture in terms of data processing 
algorithms that will be implemented on the nodes or in the 
cloud; (v) evaluation of the computational complexity of the 
algorithms for processing the measured data to provide the 
integrated information; and (vi) definition of the processing 
time required for providing each integrated information. 

6. Requirements related to the application service layer: (i) 
definition of the user interface for each provided service; (ii) 
definition of the computational complexity related to the 
processing algorithms that will be implemented in the end 
user device; and (iii) definition of the typologies of end user 
platforms that will be used for implementing the user 
interface. 

7. Choice of the data exchange layer and information 
integration layer architectures according to the 
abovementioned requirements and analysis of the time delay 
required for sending and receiving data from and to the 
nodes. 

8. Selection of the sensors and the actuators to be embedded 
on the physical layer nodes according to their metrological 
and electrical characteristics. 

9. Selection of the microcontroller and radio transceivers to be 
embedded on the nodes (sensor/actuator nodes, gateway and 
concentrator), according to their power consumption, 
computational capabilities, and the available digital and 
analog peripherals. 

10. Definition of the data processing algorithms to be 
implemented on the nodes and of the procedures performed 
in the cloud. 

11. Analysis of the computational effort of each algorithm and 
evaluation of the time required for performing them. 

12. Definition of the graphical user interface on the end-user 
devices according to the typology of service to be provided. 
These design steps require knowledge of a huge range of 

technologies, from telecommunication to firmware 
development. Furthermore, they turn out to be challenging when 
the application requires low power consumption and real-time 
operations. In particular, these requirements affect the design of 
(i) each sensor/actuator node, (ii) the network architecture, and 
(iii) the data processing at each layer. Several research 
contributions in the measurement field have proposed solutions 

 

Figure 5. The proposed steps for the design of an IoT system. 
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to satisfy these requirements. The main research trends are 
focused on the following topics: (i) energy-aware data acquisition 
systems, (ii) localization of mobile IoT nodes, and (iii) precise 
synchronization protocols. For each of these topics, a carefully 
selected collection of research contributions is reviewed in the 
following Sections, allowing us to draw on the current research 
trends. 

4. ENERGY-AWARE DATA ACQUISITION SYSTEMS 

The sensor/actuator node in an IoT system has the following 
roles: (i) providing measurements related to the physical 
quantities that are intended to be monitored, (ii) driving the 
actuators embedded on the node, (iii) communicating with the 
Internet gateway or the coordinator node according to the 
typology of the data exchange layer, and (iv) communicating with 
the other sensor/actuator nodes. Furthermore, especially for 
battery-powered IoT systems and in the case of early warning 
applications, the node must exhibit both low-power 
consumption and low processing time. In such cases, several 
solutions have been proposed in the scientific literature, with the 
aim of minimizing such parameters. Those solutions refer to 
energy-aware sampling methods and power management. 

4.1. Energy-aware sampling methods 

The data acquisition system of a sensor node aims to deter-
mine the value of one or more physical quantities for monitoring.  

The general architecture of a data acquisition system consists 
of the following elements [22]: (i) sensors or transducers; (ii) 
signal conditioning circuitry; (iii) anti-aliasing filters; (iv) a sample 
and hold circuit; (v) a multiplexer; (vi) the analog-to-digital 
converter (ADC); (vii) the clock that defines the timing unit used 
for the analog-to-digital conversion and the data processing; (viii) 
the memory; and (ix) a digital interface. 

The most important parameters of a data acquisition system 
are (i) the bandwidth, (ii) the maximum sampling rate, and (iii) 
the memory length. These parameters directly affect (i) the power 
consumption of the node; (ii) the amount of data that is 
processed and transmitted; and (iii) its cost. To this end, several 
researchers have focused on new data acquisition techniques, 
aiming either to enlarge the bandwidth or reduce the sampling 
frequency and thus the data transfer rate. 

One emerging technique is based on the compressed sensing 
(CS) theory [23]. The CS theory relies on the fact that many types 
of information have a property called sparseness in a proper 
domain [24]. Thus, the required information for the specific 

application could be obtained from a compressed version of the 
sampled signals as well as the whole signals sampled according 
to the Nyquist theory [24]. In [24], the researchers analyzed the 
use of CS theory for the acquisition of data in IoT systems, and 
they propose a signal reconstruction algorithm that offers higher 
accuracy and lower computational effort compared with 
group/cluster-sparse reconstruction algorithms that are available 
in some studies. 

In the following section, the CS theory as applied to a generic 
IoT system is briefly described. An IoT system consists of n 

nodes, where each node j collects the yj sample, with j = 1, ..., n. 

The collected measurement vector is 𝒚 = [𝑦1, … , 𝑦𝑛]𝑇. The data 
acquisition process can be modeled as: 

𝒙 = 𝜱 𝒚,  (1) 

where 𝜱 denotes an 𝑚 × 𝑛 matrix with 𝑚 far less than 𝑛, and 

the measurement data x is a 𝑚 × 1 vector. 

According to the CS theory, by knowing the matrix 𝜱, it is 

possible to recover y from x. As the dimension of y is much 

smaller than the size of x, CS theory provides the following 
advantages in the data acquisition: (i) the number of acquired 
samples is reduced and the length of the occupied memory is 
consequently reduced by maintaining the same time window of 
a Nyquist-based acquisition system; and (ii) the sampling rate of 
the ADC can be reduced by maintaining the same bandwidth of 
a Nyquist-based acquisition system. In this case, it is possible to 
minimize the power consumption, processing, and transmission 
time of each sensor node. On the other hand, in order to 

reconstruct the entire vector y from the acquired measurements 

stored in the vector 𝒙, the y vector must be sparse in a specific 
domain, (i.e. it can be defined by few coefficients in that domain): 

𝚯 = 𝜳T𝒚,  (2) 

where 𝜣 is a k-sparse 𝑛 × 1 vector, with 𝑘 ≪ 𝑛, which denotes 

the weights vector, 𝜃𝑖 = 〈𝒚, 𝝍𝑖〉. 𝜳 = [𝝍1, … , 𝝍𝑛] is the basis 
matrix. A vector can be said to be k-sparse, if there are k nonzero 

coefficients in 𝜣 with 𝑘 ≪ 𝑛. Furthermore, the matrices 𝜱 and 

𝜳 must be incoherent, and the 𝑚 × 𝑛 measurement matrix 𝜱 
must satisfy the restricted isometry property (RIP). 

A CS theory-based sampling process requires the acquisition 
of a small number of samples of a sparse signal, thus allowing the 
reconstruction of the observed signal by using linear/convex 
optimization methods. 

In IoT systems, CS theory can be applied to the following 
data: (i) node-dependent data and (ii) node-cooperative data. 

 

Figure 6. The general architecture of a data acquisition system (a) [22] vs. the general architecture 
 of a data acquisition system with the CS applied to node-dependent data (b). 
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In the case that CS theory is applied to node-dependent data, 

each node acquires the samples related to a signal y(t), with a 
sampling process working at sub-Nyquist rate (see Figure 6b). In 
this case, CS theory can be used at the physical layer to effectively 
reduce the sampling rate of the ADC with respect to a classic 
Nyquist-based sampling process (see Figure 6a). Thus, the power 
consumption of the IoT node can be reduced according to the 
clock rate reduction. Furthermore, the amount of the exchanged 
data is reduced. The reconstruction of the data from the 
compressed data is usually performed in the information 
integration layer after the data has been sent through the digital 
interface. 

For example, in [25], the researchers propose an IoT system 
using CS theory applied to electrocardiographic (ECG) and 
photoplethysmography (PPG) signals acquired by an IoT node. 
In particular, the researchers propose an adaptive CS algorithm, 
whereby according to the morphology and the noise and signal 
quality, the compression ratio related to the non-uniform 
sampling operation is tuned. The researchers compared the 
energy consumption of a system based on the commonly used 
discrete wavelet transform (DWT) and the proposed CS method 
on a Fourier basis. In particular, the energy consumption in the 
case of DWT is from 215 mJ to 830 mJ, and in the case of CS 
theory, it is around 6 mJ, with a signal-to-noise ratio (SNR) on 
the reconstructed signal of 16 dB. Furthermore, the number of 
samples acquired by using CS theory is at least four times less 
than the number of samples acquired using DWT. In this way, 
the number of exchanged and stored data is drastically reduced. 

In the case of node-cooperative data, the CS can be applied 
to reconstruct the measurements related to several spatial 
distributed monitored points by taking a few measurements 
provided by a set of randomly activated IoT sensor nodes (see 
Figure 7). The IoT sensor nodes that do not send measurements 
at a given time instant can be kept in sleep mode. In this way, it 
is possible to reduce the power consumption of the entire IoT 
system and the amount of the exchanged data. As in the case of 
node-dependent data, the reconstruction of the data from the 
compressed data is usually performed in the information 
integration layer. 

In [26], a CS theory-based scheduling scheme is proposed for 
a battery-powered IoT system applied to a water distribution 
network system. Each IoT node is connected by wireless with 
the other and communicates with a concentrator that sends the 
monitored data to the server, via the Internet. The researchers 
propose an algorithm for reducing the amount of data 
transmitted by the IoT nodes. Furthermore, when an IoT node 

is not transmitting data to the concentrator, it is kept in sleep 
mode. For each timeslot, the concentrator randomly calculates a 

sequence of m numbers to represent the number of IoT nodes 

that will be activated in the network (n is the total number of IoT 
nodes that can be potentially activated). The concentrator 
broadcasts a message to all the IoT nodes, which contains the 

identification number of the m nodes that will be activated and 

that will provide the measurements. The m IoT nodes transmit 

data to the concentrator by hopping, while the other n-m data is 

in sleep mode. For each timeslot, the n-m measurements of the 
inactive IoT nodes must be recovered at the information 
integration layer by applying CS theory, which considers the 
Type-IV DCT basis. In this case, at each time slot, the 

compression ratio 𝑚 𝑛⁄  corresponds to the number of activated 
IoT nodes with respect to the total number of nodes. The 
researchers showed that the proposed IoT system is able to 
minimize the number of activated IoT nodes, assuring the 
correct reconstruction of all the data. Compared with the other 
methods available in the relevant literature, they increase the 
lifetime of each IoT node by about 10%. 

4.2. Energy-aware power management 

It is especially crucial to consider the power consumption of 
an IoT node in the case of battery-powered IoT systems [27]. In 
order to reduce the power consumption of the sensor/actuator 
nodes, two strategies are applied: (i) operating on the technology 
adopted for implementing the integrated circuits (ICs) and (ii) 
operating on the power management system of the node. 

The complementary metal-oxide semiconductor (CMOS) 
technology is the basic part of all the ICs embedded on an IoT 
node. As reported in [28], the operating voltage is the dominant 
factor that affects the power consumption of an IC. On the other 
hand, the operating speed of CMOS ICs is continuously 
increasing due to miniaturization, in accordance with Moore's 

 

Figure 7. The general architecture of a data acquisition system, with CS theory applied to the node-cooperative data. 

 

Figure 8. The general energy model for an IoT node [32]. 
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law. However, the continuous reduction of the working voltage 
of ICs slowed down after 100 nm technology, due to the increase 
of the threshold voltage Vth variability, which has a huge effect 
on it [28]. For this reason, several new CMOS technologies have 
been proposed in the relevant literature, such as the fully 
depleted silicon-on-insulator (FDSOI), fin field effect transistor 
(FinFET) [29], tunneling field-effect transistor (TFET) [30], and 
silicon on thin buried oxide (SOTB) transistors [28]. 

In addition to these technological advances, the power 
consumption of an IoT node can be reduced by operating on the 
management of the peripherals; the microcontroller; and the 
sensors and/or actuators integrated on the node. Of course, in 
battery-powered IoT systems, in which small batteries are used, 
the lifetime must be increased as much as possible, and the power 
consumption of the entire IoT node must therefore be 
minimized [31]. In [32], the generic energy model for an IoT 
node is reported. It is shown here in Figure 8 and consists of (i) 
energy harvesting (e.g., photovoltaic panels, wind turbines), 
which collects energy from the environment and converts it into 
usable electrical power by the subsequent blocks; (ii) the energy 
buffer, consisting of batteries or super-capacitors, where the 
energy is stored and then released in a different time; and (iii) the 
energy consumer, which dissipates the energy provided by the 
energy buffer according to the performed tasks (e.g., acquiring 
data from the sensors, driving the actuators, processing the data 
provided by sensors, transmitting and receiving data from/to the 
wired or wireless communication interface). Usually, the two 
main power consumption contributors of the energy consumer 
are (i) the microcontroller that communicates with or drives 
(through its peripherals) the sensors and the actuators, 
respectively; (ii) the radio transceiver that communicates with the 
microcontroller and sends/receives data to/from antennae; and 
(iii) the actuators. 

In order to reduce the power consumption, each IoT node 
can work in different power modes [33]. In general, these power 
modes are (i) active mode, when all the peripherals are active, 
and the microcontroller is performing tasks; (ii) idle mode, when 
all the peripherals are active, and the microcontroller is not 
performing any tasks; and (iii) sleep mode, when some or all of 
the peripherals are not powered. For reducing the total amount 
of energy dissipated by the IoT node, it is usually placed in sleep 
mode for long periods of time. Thus, the power consumption of 
the device in sleep mode for saving energy is crucial. For this 
reason, in modern microcontrollers, several sleep modes 
according to the type of disabled peripherals are available. 

For example, in [34], a power management system for 
ultra-low-power microcontrollers that is used for implementing 
smart sensors and that supports several graded sleep modes is 
proposed. In this case, there are three sleep modes considered: 
(i) low-power state, when the central processing unit (CPU) of 
the microcontroller is stopped by gating the system clock, (ii) 
power gating mode, when the microcontroller is switched off but 
the low-dropout regulator (LDO) is activated, and (iii) disabling 
LDO mode. 

For the radio transceiver, the power modes agree with the 
following radio states: (i) transmitting, (ii) receiving, (iii) standby, 
and (iv) off mode. 

For each power mode, the relative power consumption and 
the time required for transitioning into and out of each of them 
are related. Switching between states can be due to synchronous 
or asynchronous events. An example of a synchronous event is 
the periodic sending of measurements performed by the IoT 
sensor node over the network. Asynchronous events are usually 

due either to the detection of variations of one or more 
monitored physical quantities or the receipt of a command from 
the network. 

According to the defined sleep modes and their power 
consumption and transitioning times, it is possible to determine 
the number of IoT nodes and the time intervals for which the 
devices are in each mode. The aim of this exercise is to minimize 
the dissipated energy by keeping the time delay constraints for 
performing each task. 

In [33], the researchers propose a power-aware methodology 
to reduce IoT node energy consumption by exploiting the sleep 
mode according to the prediction of asynchronous events. In 
particular, in the beginning of the process, the IoT node is in 
active mode until the asynchronous events are caught. According 
to this principle, a probability function of missing events is 
constructed. When the probability is lower than a threshold 
value, the IoT node is placed in sleep mode. By considering the 
proposed power-aware methodology, the researchers obtained a 
reduction of 50 % in the energy consumption of the IoT node, 
embedding the StrongARM processor. 

Another important issue for implementing a battery-powered 
IoT system is to appropriately size its harvesting system. 
According to that, an estimation of the power consumption of 
each IoT node has to be evaluated. The power consumption of 
a complex IoT system should consider that (i) several IoT nodes 
that have different hardware implementations can be part of the 
IoT system, (ii) each IoT node can work in several states, and (iii) 
the events for transitioning between the states can only be 
defined in terms of statistics. 

For example, in [17], the researchers propose the power 
consumption analysis of an IoT system for road safety with the 
aim of sizing a harvesting system that consists of photovoltaic 
panels. In the beginning, for each IoT node, the researchers 
identified several states. For each state, they defined the events 
for transitioning between them. Thereafter, they measured the 
power consumption of the devices in each state by means of a 
calibrated power measurement system based on an ammeter and 
a voltmeter. A power consumption simulator of the entire 
network was then developed according to the number of the IoT 
nodes considered and the number and type of road events 
affecting the power consumption of each node (e.g., 
vehicle-guardrail impact, crossing of the vehicle in the monitored 
road segment). According to the specific road statistics (e.g., the 
number of impacts in a year, the number of vehicles crossing the 
road segment in a day), the power consumption of each device 
and of the overall network is estimated. Thus, according to the 
peak power consumption and the average power consumption 
values, the battery and the photovoltaic system are sized. 

5. LOCALIZATION OF MOBILE IoT NODES 

IoT systems are increasingly being used to implement 
location-based services (LBS) in several applications, including 
military, environment monitoring, home automation, etc. [35]. In 
these applications, the location information plays an important 
role when it is combined with the measurements of physical 
quantities related to space-distributed objects [36]. In this way, it 
is possible to monitor the variation of physical quantities in time 
and space. 

Due to the fact that there are billions of objects that must be 
monitored and managed in IoT systems, the location 
information is usually adopted for filtering their provided large 
amount of measurements and for organizing them in a database. 



 

ACTA IMEKO | www.imeko.org December 2018 | Volume 7 | Number 4 | 90 

In the case of non-mobile IoT systems, the position of each 
IoT node can be measured during the system installation and 
then provided together with the device measurements when they 
are sent via the Internet [15]. On the other hand, for mobile IoT 
systems, the position should be measured whenever 
measurements are sent by each IoT node. 

Global positioning system (GPS) could be the solution to all 
of the IoT applications for providing position measurements, but 
it does have the following disadvantages: (i) high hardware cost, 
(ii) high-power consumption, and (iii) lack of availability in 
indoor environments. 

Thus, a large proportion of the relevant research is focused 
on the development of positioning measurement systems that 
overcome the drawbacks of the GPS-based ones [37-43]. 

All the position measurement systems are based on the use of 
signal transmitters (e.g., Radio Frequency RF signals as well as 
optical and ultrasonic signals) and receivers. For example, in the 
case of GPS, a GPS receiver acquires at least four RF signals 
transmitted by four corresponding satellites. An RF signal is used 
for synchronizing the clock of the receiver. From the other three 
signals, the time-of-arrival (ToA) measurements are obtained, 
and by means of trilateration, the position of the receiver with 
respect to the satellites is estimated. 

As reported in [44], localization techniques can be classified 
as (i) connectivity-based methods, which use only connectivity 
information to locate the entire IoT system or (ii) distance or 
angle-based methods, which use distance or angle measurements 
to determine the location of the IoT node. 

Distance and angle-based methods can achieve a higher 
resolution than connectivity-based ones [44]. When at least three 
measurements of distance or angle between a receiver and the 
transmitters are provided, the adopted distance and angle-based 
methods for localizing the receiver with respect to the 
transmitters are [44] (see Figure 9) (i) triangulation, (ii) 
trilateration, and (iii) multilateration. 

Triangulation is a method by which it is possible to find the 
position of a receiver when the angles are measured by means of 
the angle of arrival (AoA) technique. The receiver measures its 
angles with respect to three transmitters. The measured angles 
form three lines along the corresponding directions of the three 
transmitters to the receiver. The intersection between the three 
lines defines the location of the receiver with respect to the 
transmitter reference location. The position measurement 
accuracy is strictly correlated to the angle accuracy. 

Trilateration allows for the measurement of the position of a 
receiver when three distance measurements between the receiver 
and three transmitters are provided. The position of the receiver 
is estimated as the intersection among three circles. The diameter 
of each circle is twice the distance measurement between the 
receiver and a transmitter and the circle center is in the 
transmitter position. This method can be used when the distance 
measurements exhibit a high accuracy [44]. 

Multilateration is based on the estimation of the receiver 
position by minimizing the error between more than three 
measured distances. In this case, the position measurement 
accuracy depends on the distance accuracy as well as on the 
number of distance measurements of the receiver with respect to 
several reference transmitters. This technique is the most 
commonly used in the case of IoT node localization because it 
can be implemented by using a low-accuracy distance 
measurement system embedded on the IoT node, but with a 
huge number of transmitters [44]. 

The distance measurements provided by the receiver are 
performed by considering the following signal characteristics 
[44]: (i) received signal strength indicator (RSSI), (ii) ToA, and 
(iii) time difference of arrival (TDoA). The first is based on 
power measurements (see Subsection 5.1), while the remaining 
two are based on time measurements (see Subsection 5.2). 

5.1. Power-based position measurement systems 

Power-based position measurement systems consist of 
measuring the received signal strengths (RSSs) for obtaining the 
distance between the IoT node and the reference transmitters 
with known positions. RSS is defined as the voltage measured by 
a receiver’s RSSI circuit. Often, the term “RSS” is used 
interchangeably with “measured power.” Wireless sensors 
communicate with neighboring sensors so that the RSS of the 
RF signals can be measured by each receiver during normal data 
communication, without presenting additional bandwidth or 
energy requirements. 

If the transmitted power is known, the effective propagation 
loss can be calculated. Theoretical and empirical models are used 
to translate this loss into a distance estimate. In free space, signal 

power decays are proportional to d-2, where d is the distance 
between the transmitter and the receiver. In real cases, multipath 
signals and shadowing are the two main sources of 
environmental dependence in the measured RSS value. 

M power measurements Pr,i with i = 1,...,M provided by a 
receiver related to M transmitters can be modeled as follows [45]: 

𝑃𝑟,𝑖 = 𝑃𝑡,𝑖 − 10𝛽 ∙ log10 (
𝑑𝑟,𝑖

𝑑𝑡,𝑖
),  (3) 

where Pt,i is the transmitted power of the i-th transmitter at a 

reference distance dt,I; β is the path loss exponent (in free space 

it is 2); 𝑑𝑟,𝑖  =  ‖𝒙𝑟  −  𝒙𝑡,𝑖‖2
 is the distance between the 

receiver and the i-th transmitter; and 𝒙𝑟 =  [𝑥𝑟 , 𝑦𝑟]𝑇  and 𝒙𝑡,𝑖 =

 [𝑥𝑡,𝑖 , 𝑦𝑡,𝑖]
𝑇 are the receiver and transmitter positions, 

respectively. 

The multilateration method involves estimating the 𝒙𝑟 value 
according to the following minimization criterion: 

𝒙𝑟 = argmin
𝒙𝑟

∑ [𝑃𝑡,𝑖 − 10𝛽 ∙ log10 (
𝑑𝑟,𝑖

𝑑𝑡,𝑖
)]𝑀

𝑖=1 .  (4) 

If the power of the signal transmitted by each transmitter is 

equal to P0 and is unknown, the previous minimization criterion 

can be applied, undertaking minimization according to 𝒙𝑟 and 

P0. 

 

Figure 9. Distance and angle-based methods for IoT node localization [44]. 
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In [45], the researchers propose a novel semidefinite 
programming (SDP) approach for solving the abovementioned 
minimization criterion. They compare the results in terms of the 
root mean square error (RMSE) with maximum likelihood (ML) 
estimator, least-squares (LS), and weighted total LS (WTLS) 
approaches. The proposed SDP approach exhibits the lower 
RMSE (around 1 m) with respect to the LS and the WTLS. 
Furthermore, its performance is comparable with the ML 
estimator, but with less computational effort [45]. 

An example of the RSS-based localization method is 
proposed in [46]. In this paper, the researchers propose a 
trilateration-based localization method with a dynamic-circle-
expanding mechanism (LoDCE) for indoor localization of an 
IoT node. The LoDCE method was implemented for the 
Octopus II mote equipped with a TI MSP430 processor and a 
CC2420 transceiver. Furthermore, each mote is equipped with a 
2.4 GHz omnidirectional antenna. During the experiment, each 
IoT node estimates its location coordinates by measuring the 
RSSI values with respect to the reference nodes and sends them 
to a gateway. The researchers performed experimental tests 
according to three scenarios. In one of them, an IoT mobile node 
is moved in 10 known locations. By considering 10 reference 
nodes at each location, 50 position measurements were provided 
by each IoT mobile node. At each location, the standard 
deviation and the average of the 50 measurements were 
calculated. The obtained maximum discrepancy between the 
measured positions and the known ones is 1.49 m for a 
considered area of 36 m2. The maximum standard deviation is 
0.28 m. 

5.2. Time delay-based position measurement systems 

The time delay-based position measurement systems are 
classified as [47] (i) ToA-based methods or (ii) TDoA-based 
methods. 

In the case of ToA-based methods, the distance between the 
receiver and the transmitter is estimated from the time delay 
required by a signal to spread from the transmitter to the receiver 
and by knowing the propagation speed of the signal. By 
measuring three distances between the receiver and three 
transmitters, a trilateration localization method can be applied 
for obtaining the coordinates of the receiver [47]. 
In the case of TDoA-based methods, localization is based on the 
time difference between two different propagation signals, which 
spread from two different transmitters to the receiver [47]. When 
three propagation time delays are measured, the following system 
of equations can be written: 

{

√(𝑥𝑟 − 𝑥1)2 + (𝑦𝑟 − 𝑦1)2 − √(𝑥𝑟 − 𝑥2)2 + (𝑦𝑟 − 𝑦2)2 = 𝑐(𝑡1 − 𝑡2)

√(𝑥𝑟 − 𝑥1)2 + (𝑦𝑟 − 𝑦1)2 − √(𝑥𝑟 − 𝑥3)2 + (𝑦𝑟 − 𝑦3)2 = 𝑐(𝑡1 − 𝑡3)

√(𝑥𝑟 − 𝑥2)2 + (𝑦𝑟 − 𝑦2)2 − √(𝑥𝑟 − 𝑥3)2 + (𝑦𝑟 − 𝑦3)2 = 𝑐(𝑡2 − 𝑡3)

 (5) 

where c represents the propagation speed of the signal; t1, t2, and 

t3 are the time of arrivals measured by the receiver respect to the 

three transmitted signals; [𝑥1, 𝑦1], [𝑥2, 𝑦2], and [𝑥3, 𝑦3] are the 

known transmitter positions; and [𝑥𝑟 , 𝑦𝑟] is the unknown 
receiver position. The solution to this system of equations 

[𝑥𝑟 , 𝑦𝑟] can be represented as the unique intersection point of 
three hyperbolic curves defined according to the ToA 
measurements and the known transmitter positions.  

In both cases (i.e., ToA and TDoA), each IoT node requires 
additional hardware to guarantee synchronization between the 
transmitter and the receiver; otherwise, a small timing error may 
result in a significant distance estimation error. For this reason, 
such methods exhibit a higher power consumption than the 

RSS-based ones. On the other hand, they can be adopted for 
measuring the position of an IoT node for a higher distance 
range than the RSS-based one. Thus, they are used in the case of 
IoT systems that adopt long-range communication protocols, 
such as long-range wide area network (LoRaWAN), the long-
term evolution (LTE) standard, narrow-band IoT (NB-IoT), and 
so on [48]. 

TDoA-based methods have the following advantages over 
ToA-based methods [49]: (i) they do not require the 
measurement of the global time when the signals are transmitted, 
(ii) the clock bias error of the receiver is mitigated, and (iii) the 
time delays due to the atmospheric effects are reduced. On the 
other hand, the measurements provided by TDoA-based 
methods are subject to higher uncertainty than the ToA-based 
ones as a result of a time-subtraction operation [49]. 

An example of the implementation of a localization method 
based on TDoA for IoT applications is reported in [50]. The 
TDoA-based method was applied to a low-power LoRaWAN, 
where the current consumption of the receiver placed on the IoT 
node (i.e., 14.2 mA) was lower than the current absorption of a 
common GPS receiver (i.e., 50 mA). The IoT node consists of a 
LoRaWAN module embedded on a Waspmote board based on 
the Atmel ATmega1281 microcontroller. Four LoRaWAN 
gateways with known locations were placed in a surveyed area of 
around 10 km2. The IoT node measures the ToA of the signals 
transmitted by the gateways and sends them to the gateway via 
LoRaWAN. The gateway communicates to the server over the 
Internet the received ToAs, and then the IoT node localization 
algorithm is performed on the server side. The server performs 
non-iterative and iterative multilateration algorithms for 
estimating the position of the IoT node. In the paper, the 
researcher showed the results obtained by both algorithms by 
comparing them with the measurements obtained using a GPS 
receiver. In the case of the non-iterative algorithm, the maximum 
obtained discrepancy between the measured position and the 
GPS measurement was 206 m. In the case of the iterative 
algorithm, this maximum discrepancy was 127 m. 

6. PRECISE SYNCHRONIZATION PROTOCOLS 

The data exchange layer of an IoT system is based on the 
intercommunication of a huge number of devices. This is 
challenging in terms of scalability, sustainability, and improving 
efficiency [51]. 

 

Figure 10. Classification of the IoT synchronization protocols [51]. 
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A critical aspect that must be considered in the design of the 
data exchange layer, especially in the case of battery-powered and 
real-time IoT systems, is to assure low-latency [52] and high-
energy efficiency. To this end, one major challenge is to ensure 
frame synchronization for avoiding collisions and for assuring 
deterministic latency. 

As reported in [51], a synchronization solution for an IoT 
system must comply with the following features: (i) network 
interoperability, i.e., the synchronization massages should be 
accessible to all the IoT nodes and for a wide range of radio 
transceiver technologies; (ii) efficiency, as the synchronization 
overhead has to be minimized as much as possible; and (iii) 
sustainability, as the synchronization has to guarantee low power 
consumption and low latency. 

As depicted in Figure 10, the synchronization protocols 
available in the relevant literature can be categorized as [51] (i) 
reference-based synchronization protocols, where one device 
provides a reference signal and all the other devices synchronize 
their own clocks based on the received event and (ii) distributed 
synchronization protocols, where all the devices cooperate with 
each othe by sharing timing information to reach a common time 
reference. 

An example of a reference-based synchronization protocol is 
the flooding time synchronization protocol (FTSP) [53]. In the 
FTSP, a master node periodically broadcasts messages for the 
time synchronization of the IoT nodes [53]. Each broadcasted 
message contains the master node’s timestamp, which is the 
estimated global time at the transmission of a given byte. This 
timestamp does not include the time that is required for 
communication channel access. The slave IoT node, receiving 
the message, obtains the corresponding local time from its local 
clock upon receipt of the message reception. The difference 
between the global and local time gives an estimation of the clock 
offset of the receiver with respect to the sender. By receiving 
several timestamps and by averaging the estimated differences, it 
is possible to achieve a one-hop synchronization accuracy of 
about 1.5 µs [53]. 

The virtual high-resolution time (VHT) protocol improves 
the accuracy and energy performance of the FTSP [54] by 
considering a combination of two clocks: (i) a low-frequency, 
low-power clock for keeping the devices synchronized and (ii) a 
high-frequency, high-power clock used for high-resolution 
timestamping. The low-frequency clock is kept synchronized 
according to the timestamps exchanged between the IoT nodes. 
On the other hand, the high-frequency clock is activated only 
when high-resolution timestamps are needed. In this way, it is 
possible to reduce the power consumption due to the exchange 
of the timestamps for the synchronization. As reported in [54], 

the mean synchronization accuracy is 0.125 µs when the high-
frequency clock is used. 

An example of the distributed synchronization protocol is the 
reference broadcast synchronization (RBS) [55]. In the RBS, a 
broadcast reference signal is sent by a device. The reference 
signal does not contain timestamp information. When the IoT 
nodes receive the broadcast signal, they calculate their local 
timestamps and by exchanging these values, they evaluate the 
relative clock offsets and compensate for them. In [55], the 
researchers evaluate the performance of the RBS applied to the 
IEEE 802.11 and they obtained a synchronization accuracy in 
the order of 10 µs. 

The IEEE 1588 Precision Time Protocol (PTP) is a protocol 
standard for precise clock synchronization in local area networks 
(LANs) [57]. The PTP standard defines, for each 
communication, a master clock device, while the others are slave 
clocks synchronized to it. The master clock sends a 
synchronization message containing information about the clock 
and the transmission timestamp. The clock information contains 
the identification and accuracy of the master clock. If the master 
clock exhibits an accuracy that is acceptable for the slave, the 
slave sends a delay request message and stores its transmission 
time with a timestamp. When the master clock receives the 
message, it sends a delay response message containing the 
reception timestamp. The slave calculates the master-to-slave 
delay according to the timestamps. This delay is used for 
synchronizing the slave clock according to the master one. An 
implementation of this standard on an Excalibur chip with 
ARM9, a programmable logic device (PLD), and a medium 
access control (MAC)-less radio transceiver compatible with the 
IEEE 802.11b standard is presented in [57]. The researchers 
obtained a synchronization accuracy of 1.1 ns. A comparison of 
the performance of the abovementioned protocols is reported in 
Table 1. 

In all of these protocols, the deterministic latency of the 
network is estimated, and then the clocks of the devices are 
synchronized according to it. Thus, the protocol is designed to 
minimize the effect of non-deterministic latency in the network, 
which directly affects synchronization accuracy. According to 
[55] and [56], the sources of deterministic and non-deterministic 
latency in a network are: (i) the send time, the time spent at the 
sender constructing the message, (ii) the access time, the delay 
incurred in accessing the transmission channel, (iii) the 
propagation time, the time delay needed to transfer the message 
from the transmitter to the receiver, and (iv) the receiving time, 
the processing time required by the receiver to read the message 
from the channel and notify the host about it. 

Table 1. Performance comparison of the analyzed synchronization protocols. 

Synchronization Protocol Accuracy Advantages Disadvantages 

Flooding Time Synchronization 
Protocol (FTSP) 

1.5 µs 
It requires only a single master 

synchronization clock. 
Low-energy performance. 

Virtual High-resolution Time 
(VHT) 

0.125 µ High-energy performance. 
It requires two master synchronization clocks, one 
at a high frequency and one at a low frequency. 

Reference Broadcast 
Synchronization (RBS) 

10 µs 
The synchronization procedure does 

not depend solely on a single master 
node. 

The nodes exchange their timestamps with each 
other for estimating clock errors. 

IEEE 1588 Precision Time 
Protocol (PTP) 

1.1 ns 
High accuracy; 

The master node changes in each 
communication step. 

In each communication step, the master node must 
send the accuracy of its clock at all the slave nodes. 
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Usually, the propagation time is neglected in the clock offset 
estimation. On the other hand, the send and access times are 
dependent on the instantaneous load on the sender processing 
unit and on the state of the network, respectively. This makes 
them the most non-deterministic and difficult-to-estimate 
parameters. Thus, all the synchronization protocols act to 
minimize the effects of these two time delays. For this reason, as 
reported in [54], the protocols act at the MAC layer. 

An important figure of merit to evaluate the performance of 
a synchronization protocol is the time interval required to 
synchronize all the IoT nodes after a topology change. In [58] 
and [59], the researchers propose a method for minimizing the 
time interval required for a synchronization; thereafter, the 
non-synchronized devices perturb an already synchronized IoT 
network. The method was applied to ZigBee-based IoT nodes. 
By considering the repetition period for sending the 
synchronization messages among the IoT nodes of 10 s and a 
percentage of non-synchronized devices of 5 %, the reported 
experimental results regarding the time interval for the 
synchronization is 272 s. 

7. CONCLUSION 

In this paper, measurement requirements in the design of an 
IoT system were analyzed in depth. According to the power 
supply capabilities of the components of an IoT system and the 
time delay constraints of the specific application, four IoT system 
typologies were identified. Furthermore, on the basis of the 
application requirements, design guidelines for an IoT system 
were summarized, and the measurement needs have been 
highlighted. Moreover, a review of the research contributions 
was given concerning three main measurement topics: (i) energy-
aware data acquisition systems, (ii) localization of mobile IoT 
nodes, and (iii) precise synchronization protocols. 
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