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1. INTRODUCTION 

Traditional analytical methods for food analysis have several 
drawbacks, such as low speed, the necessity for sample pre-
treatments, a requirement for highly-skilled personnel and 
destruction of the sample.  

Several fast and non-destructive instrumental methods have 
been proposed to overcome these hurdles. Among them, UV-
Visible, Mid infrared and Near infrared spectroscopy have 
proven to be successful analytical methods for analysis of food 
since they offer a number of important advantages [1], [2]. They 
are fast, non-destructive methods and they require a minimal or 
no sample preparation. Moreover, they are less expensive 
because no reagents are required and thus no wastes are 
produced. Finally, the versatility of these instruments makes 
them useful tools for online process monitoring.  

 

 
 
 
Chemical information contained in the spectra resides in the 

band positions, intensities, and shapes. Whereas band positions 
give information about the molecular structure of chemical 
compounds, the intensities of the bands are related to the 
concentration of these compounds as described by the 
Lambert-Beer law. The easiest way to determine the content of 
a chemical compound is to measure the change in the intensity 
of a well-resolved band that has been unambiguously attributed 
to this compound [3].  

However, this is possible for a pure component system, but 
foods contain numerous components giving rise to complex 
spectra with overlapping peaks. 

In fact, in order to take advantage of these spectroscopic 
fingerprinting techniques, the analyst must overcome 
limitations in sensitivity and selectivity that arise from the 
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relatively weak and highly overlapping bands found in the 
spectra. The result is a unique “fingerprint” that can be used to 
confirm the identity of a sample.  

Thus, for the implementation of a successful analysis the use 
of chemometric methods is fundamental to extract from the 
spectra as much information as possible about the analysed 
samples. 

The information extracted from the non-selective signals can 
be used for two types of analysis: 

(1) quantitative analysis to link features of the spectra to 
quantifiable properties of the samples. 

Spectroscopic techniques are commonly used to obtain 
calibration models able to predict the concentration of a 
compound or a specific characteristic of a food product. Several 
studies have been performed, for example on the detection of 
adulterants in foods. 

(2) qualitative analysis, i.e. classification of samples.  
Recently, a rather specific type of fraud has become 

important involving claims regarding the geographical origin of 
food ingredients. It is generally true that deceptions regarding 
the geographical origin of foods have few health implications, 
but they may nonetheless represent a serious commercial fraud. 
In fact, consumers often pay a considerable price premium 
when a food is labelled with a declaration of production within 
a specific region, since such a label may be perceived as an 
implicit guarantee of a traditional and, perhaps, healthier 
manufacturing process. In response, several national and 
international institutions have issued directives to support the 
differentiation of agricultural products and foodstuffs on a 
regional basis by introducing an integrated framework for the 
protection of both geographical origin and traditional 
production techniques. In these cases, non-selective signals can 
be used to obtain classification models able to discriminate 
samples according to a quality/characteristic. 

In this paper, as an example, the construction of a reliable 
quantitative model for the detection of addition of barley to 
coffee using NIR spectroscopy and chemometrics is shown. 

2. HOW TO BUILD A MODEL 

Figure 1 shows the scheme for building a quantitative or 
qualitative multivariate model. 

The main steps to be performed are: 

1) Sample selection 
The analysed samples should fully represent the population 

studied; this means that all the variability sources (or at least the 
most important ones) should be taken into account. Moreover, 
when a calibration model is developed the samples should 
cover a wide range of response values. Unfortunately, there are 
many reports based on poor sampling, and this affects the 
result of the whole analysis. For example, in order to 
discriminate extra virgin olive oils on the basis of the olive 
cultivar, oil samples should be collected from different oil mills 
in order to take into account the different sources of variability, 
such as geographical origin, production year, harvest period and 
production technologies (fertilizer, olive fly control tools, 
extraction process, etc). 

2) Spectra acquisition and data matrix 
The acquisition of the spectra is very simple and generally 

requires few minutes. Then, spectra have to be arranged in a 
data matrix in which each row corresponds to a sample and 
each column to a variable (wavelength). This trivial operation is 
not always easy to be performed since many instruments do not 
allow the direct exportation of a set of spectra. 

3) Sample pretreatment 
Spectra can be affected by turbidity in liquid samples or 

different granulometry in solid samples and by variations in the 
optical path length. To avoid or decrease these interferences, 
mathematical pretreatments are required. 

The most current data pretreatments are normalisation 
methods such as standard normal variate (SNV) [4] and 
derivatives. 

The SNV, or row autoscaling, mainly corrects both baseline 
shifts and global intensity variations, which are related to the 
granulometry of the sample. Each spectrum is row-centered, by 
subtracting its mean from each single value, and then scaled by 
dividing it by its standard deviation. As a result, each spectrum 
has mean equal to 0 and standard deviation equal to 1. 

Since SNV removes the possibly shifting informative regions 
along the signal range, the interpretation of the results referring 
to the original signals should be performed with caution. 

Other common pretreatments applied to spectroscopic 
signals are the derivatives. First derivative provides a correction 
for baseline shifts, while the second derivative represents a 
measure of the curvature of the original signal, i.e., the rate of 
change of its slope. Such transform provides a correction for 
both baseline shifts and drifts. A drawback of derivatives is the 
increase of random noise. 

4) Variable selection 
Since the UV-Visible, NIR and MIR spectra are 

characterized by a very high number of variables, the selection 
of the informative ones is an important task, both to obtain 
simpler qualitative or quantitative models and to identify the 
most useful wavelengths. Several algorithms can be applied. 
Among them, some commonly used are the stepwise selection 
methods (i.e: Stepwise Linear Discriminant Analysis [5], 
Iterative Stepwise Elimination [6]), Interval-PLS [7] and 
Genetic Algorithms [8]. Compared with the other techniques, 
Genetic Algorithms have the great advantage of selecting well 
defined spectral regions, often corresponding to relevant 
spectral features, instead of single wavelengths. 

5) Model Building and validation 
The choice of the classification or regression method should 

be performed following the simplicity criterion, since simpler 
models are also more robust and stable. The most used ones 
are Linear Discriminant Analysis (LDA) [9] and K Nearest 
Neighbors (KNN) [10] for classification, Soft Independent 

Figure  1.  Scheme  for  building  a  quantitative  or  qualitative  multivariate
model.  
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Modeling of Class analogy (SIMCA) [11] as class-modeling 
technique and  Partial Least Square (PLS) [12] for multivariate 
calibration. 

A chemometrical model must be evaluated on the basis of 
its predictive ability. Cross-validation is the most common 
validation procedure: the N objects are divided into G 
cancellation groups, the model is computed G times and each 
time the objects in the corresponding cancellation group are 
predicted. At the end of the procedure, each object has been 
predicted once. 

6) External test set 
The real predictive ability of each model should be tested on 

an external set of samples. 
The test set has to be totally independent of the calibration 

set, not only mathematically as in cross-validation, but also 
from the ‘spatial’ and ‘temporal’ point of view. For instance, in 
case of industrial data the samples of the test set must be 
produced and analysed after the samples of the training set; in 
case of samples whose origin can be very different the samples 
of the test set must be produced by producers that are not the 
same as the producers of the samples of the training set; in case 
of natural products the samples of the test set must come from 
crops subsequent to those of the samples of the training set. 

3. EXAMPLE OF CONSTRUCTION OF A RELIABLE 
QUANTITATIVE MODEL FOR FOOD ANALYSIS 

This study [13] presents an application of near infrared 
spectroscopy for detection and quantification of the fraudulent 
addition of barley in roasted and ground coffee samples.  

Nine different types of coffee including pure Arabica, 
Robusta and mixtures of them at different roasting degrees 
were blended with four types of barley. The types of coffee and 
barley were selected in order to be as representative as possible 
of the Italian market.  

Since it was decided to perform 100 experiments out of the 
360 combinations resulting from nine coffees, four barleys and 
ten different concentrations (from 2 % to 20 % w/w), the 
calibration set was defined by applying a D-optimal design. The 
validation was performed on thirty experiments selected by 
applying a subsequent D-optimal design on the combinations 
not constituting the training set.  

After that, a further validation was performed on a 
completely external set made by mixtures of a type of coffee 
and a type of barley, different from those used in the previous 
steps. 

Partial least squares regression (PLS) was employed to build 
the models aimed at predicting the amounts of barley in coffee 
samples. In order to obtain simplified models, taking into 
account only informative regions of the spectral profiles, 
genetic algorithms were applied for feature selection. This 
allowed to reduce the number of data points from 1501 to 188. 

The models showed excellent predictive ability with root 
mean square errors (RMSE) for the test and external sets equal 
to 1.4 % w/w and 1.1 % w/w, respectively. As it can be noticed 
in Figure 2, the model obtained is capable to predict barley 
concentration with a very satisfactory accuracy, not only in 
calibration but also on external samples. 

 This application clearly shows that the representativity of 
the training set is a key point in the success of a calibration 
model. The achievement of very low prediction errors on a 
totally external test set (i.e., on mixtures composed by qualities 
of coffee and barley unknown to the model) has been possible 

only as a consequence of the fact that the training set was made 
by taking into account a relatively large number of varieties of 
coffee and barley. Another key point is the application of D-
optimal design for the selection of a subset of adequate size 
from the very high set of candidate experiments. Moreover, the 
variable selection by using genetic algorithms helped to 
determine the spectral regions most useful to identify the 
adulteration of coffee with barley and to increase calibration 
model performances. 

4. CONCLUSIONS 

In the present paper it has been shown, from a 
methodological point of view, how non-selective signals can be 
used for obtaining useful information about food. 

The chemometrical elaboration is fundamental in order to 
obtain useful information from the spectral data; the main steps 
of this approach have been identified and their importance 
discussed also showing a real application. 
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