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1. INTRODUCTION 

The concept of Cyber-Physical Systems (CPS) was first 
presented in 2006, introduced by Helen Gill of the National 
Science Foundation [1], in the United States, to denote a plane 
of "local sensation and manipulation of the physical world" 
correlated with a virtual plane of "real-time control and 
observability." The concept is presented as an evolution of 
embedded systems in which the computational capability and its 
effects descend deep into every physical component of the 
system and even within the materials [2]. 

From this initial vision, the concept of CPS has taken on a 
breadth over time that does not facilitate its unambiguous and 

definitive conceptualization or representation. The most 
common definition of CPS, as integration of computational 
resources and physical processes, now seems too simplifying as 
other elements, particularly large-scale network connectivity, 
have rightfully entered the perimeter of CPS. 

In its current most common definition, CPS is considered as 
an integration of systems of different natures whose main 
purpose is the control of a physical process and, through 
feedback, its adaptation in real-time to new operating conditions. 
This is achieved by the fusion of physical objects and processes, 
computational platforms, and telecommunications networks [3], 
[4]. 

The term physical refers to actual objects as they are 
"perceivable" by human senses, while the term cyber refers to the 
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virtual image in which actual objects are represented and 
enriched with one or more additional layers of information. The 
relationship between physical objects and their virtual 
"interpretation" has been referred to by some authors as the 
effective term "social network of objects" [5]. 

CPSs, therefore, are based on related objects that, through 
sensors, actuators, and network connections, generate and 
acquire data of various kinds, thus reducing distances and 
information asymmetries between all elements of the system [6]. 

With the help of widespread sensors, the CPS can 
autonomously determine its current operational state within its 
environment and the distance between its component objects. 
Actuators perform planned actions and execute corrective 
decisions, optimizing a process or solving a problem [7]. 

Decisions are made by intelligence that evaluates information 
internal to the CPS and, in some scenarios, also information from 
other CPSs [8]-[10]. 

In this context, a very important aspect is the interaction with 
measurement systems (in terms of both sensors or sensor 
networks and actual measurement instruments). In this case, the 
aim is to make the measurement system an integral and priority 
part of the CPS; realizing the digital twin of measurement 
systems allows possible users to be able to "touch with their 
hands" is, therefore, a desirable condition [11]. 

Remote control of instruments is a research activity that saw 
its first examples in the 1990s; however, such activities were only 
aimed at enabling measurements to be made by remote 
programming of instruments. Instead, the point of view, both 
educational and industrial, has changed, requiring a faithful 
replication of the system to be controlled with direct interaction 
of the operator (whether student or worker) on the instrument. 

For this reason, the authors propose an augmented reality-
based approach to create a digital twin of the measuring 
instrument that can be controlled and operated remotely; for this 
purpose, several enabling technologies inherent in Industry 4.0 
and Internet of Things paradigms are used, such as augmented 
reality and MQTT communication protocols. The goal is to 
enable users to operate the remote instruments as if they were in 
their presence [12]. 

The paper is organized as follows: in Section 2, a literature 
review on CPS and AR-based applications is presented, while the 
proposed method is described in detail in Section 3. An 
application example is given in Section 4 before drawing the 
conclusions in Section 5. 

2. RELATED WORK 

Providing for an exhaustive review of the exploitation of AR 
in cyber-physical systems is a difficult challenge due to the wide 
variety of configurations and application fields they are interested 
in, such as in additive manufacturing [13]-[16] , industry 4.0 [17]-
[22] and autonomous vehicle [23]-[25]. As an example, an 
application of CPS in the manufacturing environment is 
proposed in [7], where the real-time data are sent into cyberspace 
through different types of networks to build a digital twin of the 
machine tool. Finally, AR is exploited as an interface between 
human and the CPS to mainly retrieve information about the on-
going processes.  

In [26], the authors present a closed-loop cooperative human 
CPS for the mining industry that exploits the information 
obtained from AR and Virtual Reality (VR) systems. The main 
goal of this research is to allow human interaction with the 
mining operation by means of a deep integration of AR and VR; 

this integration makes visual information available to the 
operator that is supported during the operations in terms of 
making the correct decisions, conduct inspections and interacts 
with the equipment.  

A compelling CPS for autonomous vehicle applications has 
been proposed in [9]. The authors have developed an AR indoor 
environment for testing and debugging autonomous vehicles 
that act in such a way to realize dynamic missions in laboratory 
environments for planned mission testing and validation; the 
proposed solution is realized by exploiting ground and aerial 
systems, motion cameras, ground projectors, and network 
communications to obtain a standard procedure for testing and 
prototyping environment for CPSs. Finally, in a field test 
performance of perception, planning, and learning algorithms in 
real-time have been evaluated. 

Furthermore, in [27], context-aware guidance of cyber-
physical process has been proposed for the press line 
maintenance process. In particular, by means of a suitable 
context graph, it was possible to manage and structure the CPS 
sensor data. In addition, an AR application is adopted to support 
the interaction of users with the CPS processes thanks to the 
integration of position and marker sensors in the proposed 
solution; the object detection is improved by means of the digital 
data that ensures improved guidance in the process execution. 
The adoption of AR with CPS allows to support the end-user in 
the manual tasks where it is guided and monitored during the 
operations.  

An interesting application is evaluated in [28], where a suitable 
AR navigation system for industrial applications has been 
proposed. The authors have developed a prototype of an 
autonomous vehicle that interacts with a robot arm. In particular, 
the robot arm interacts with the vehicle when the correct 
position is reached, and the vehicle navigation is obtained by 
exploiting an AR solution based on markers recognition; these 
markers are used as system reference position points. 

Finally, the research carried out in [29] has highlighted that 
the integration of IoT platforms and AR software as Digital Twin 
is the most suitable technology to close the gap between the 
physical and digital worlds by means of the definition of a Digital 
Twin architecture model, the introduction of a Digital Twin 
service and the investigation on the key elements of Industry 4.0 
required for the realization of a Digital Twin.  

Differently from the solutions mentioned so far and mainly 
intended to exploit AR as a fundamental information layer for 
the interaction with CPS, the authors want to propose a method 
to realize a CPS for measurement instruments that act as an 
interface between the actual and AR world. Instrument control 
and the related measurements are not carried out as simulations, 
but the AR interaction between user and rendered instruments 
corresponds to real physical state changes in the real world. To 
accomplish the considered target, a general framework for the 
definition, implementation, and assessment of an example of 
Digital Twin application will be presented in the following by 
referring to a typical measuring instrument. 

3. PROPOSED METHOD 

The method adopted to create a digital twin of the 
measurement instrument exploits an augmented reality approach 
based on the framework shown in Figure 1. The first step is 
dedicated to generating the 3D geometric model of the desired 
instrument; operating approaches typical of reverse engineering 
can be applied to the purpose. In particular, the reverse 



 

ACTA IMEKO | www.imeko.org December 2022 | Volume 11 | Number 4 | 3 

engineering approach uses (i) suitable tools to acquire 3D spatial 
data of objects and (ii) dedicated software environments to 
manipulate and convert them into useful information. FARO's 
non-contact Laser ScanArm [30] (Figure 2) was chosen to 
acquire the image and the main dimensional information about 
the instruments; the output of the scan operation consists of 
clouds of points in the 3D space. Thanks to Computer-Aided 
Design (CAD) systems, it has been possible to define 
mathematical representations allowing the reconstruction of the 
instrument geometry, thus obtaining a 3D CAD model of the 
desired object. In order to move from point clouds to the 
extraction of both surface and geometrical characteristics, 
suitable software as well as reverse engineering techniques were 
combined to provide a very efficient and robust solution. In 
particular, the point clouds were first handled using Geomagic 
Wrap software [31] to transform those data into polygonal 
meshes, and then the 3D image reconstruction was performed. 
From the reconstruction of case, front panel, back panel and 
support systems, the 3D model of the instrument has been 
obtained; buttons and knobs have been separately reconstructed 
and placed one by one in their well-defined positions. The 
scanning phase produces a file with an OBJ extension containing 
an empty container, a simple 3D view of the instrument 
(Figure 3). 

The successive step aimed at transforming the obtained 3D 
object into an augmented interactive object; the 3D graphics 
development platform Unity has been used to the purpose. 
Every interaction that the user performs on the augmented 
reality object is translated in the corresponding operation 
executed on the actual instrument. To this aim, a typical IoT 
protocol called Message Queue Telemetry Transport (MQTT) 
[32] is used to communicate with the laboratory where the 
instruments are placed. In particular, the lab is equipped with a 

 

Figure 1. Proposed solution workflow: from the physical world to the digital twin.  

 

Figure 2. 3D scanning strategy of the instrument exploiting a non-contact 
Laser ScanArm by FAROTM.  
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personal computer connected from one side to Ethernet 
network and on the other side to the instruments. The PC 
converts received MQTT messages into messages compliant 
with the protocol used by instruments (IEEE488), in order to 
forward to the instruments commands and request 
corresponding to AR user's operations. A suitable software on 
the PC implements a MQTT client, which has the role of 
receiving all messages from the augmented instrument and 
sending them to the actual instrument and vice versa. 
Communication among different MQTT clients is assured by a 
third entity, the so-called broker, mandated to dispatch messages 
to the client subscribed to specific information arguments, 
referred to as Topic [33]. To assure reliable operations and 
continuous service as well as maintain a complete control on the 
exchanged data, it was decided to exploit a private broker.  

To realize an augmented reality application, Unity exploits a 
software development plug-in, namely Vuforia, allows to 
recognize images chosen as a target. In particular, Vuforia is 
capable of assessing the quality of image target and thus 
providing feedback regarding the possible usage or not of that 
image as a target. Images with a more complex pattern proved to 
be the best candidate as a target in terms of 3D reconstruction 
location and stability; for this purpose, the one adopted for the 
realised application is shown in Figure 4 and produced a 
satisfying evaluation from the Vuforia tool.  

In an augmented reality application, the image target has an 
important role, since it allows to locate a 3D object in a scene; 
when an AR application starts and the camera mounted on the 
device frame the considered image target, digital replicas of the 
object, in this case the instruments are superimposed on the 
image itself. 

As said before, the obj file contains a 3D replica of the 
instrument. Therefore, it was necessary to import the obj file into 
the Unity environment and make the appearance of this object 
similar to the actual one. Regarding the oscilloscope shown in 
Figure 3, it has been necessary to add the labels above each key, 
the model of the instrument in the top left-hand corner as well 
as additional markings and symbols that are present on the real 
instrument. In addition, compared to the real instrument, two '+' 
and '-' symbols were added on each knob to allow the user to 
rotate them with step values similar to those of the actual 
instrument. 

The result of this operation is shown in Figure 5. 
The final step regards the communication between AR and 

actual instrument; to this aim, a software module in C# language 
has been implemented to recognize button pressure on the 
virtual object and perform the corresponding operation by 
sending the command to the actual instrumentation (Figure 6). 
As said before, the protocol used to communicate with the real 
instrumentation is MQTT, so an MQTT client was created 
within the application running on the user device (e.g. 
smartphone, tablet or smart glasses) to send commands to the 
actual instrumentation and to receive the corresponding 
responses from them if necessary, as in case of the so-called 
queries [34]. In particular, the developed C# module can 

 

Figure 3. Oscilloscope 3D model obtained from the 3D scanning strategy.  

 

Figure 4. Example of image target exploited for rendering and spatially 
locating AR instruments.  

 

Figure 5. Comparison between the actual instruments and its digital twin; 
instrument view in the AR software environment (a), actual instrument (b).  
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recognize if the sequence of button pressed, and consequently of 
operations, are correct and in this case, sends the command to 
the real instrument; as previously said, in the laboratory is present 
a PC with a suitable software that receives these messages and 
sends them to the associated instruments. If the command 
requires a response from the instrumentation, the C# module 
reads these responses that are properly managed to be shown on 
the display of the 3D AR instrument. In this way, the user has 
the feeling of interfacing with the actual instrument even if he is 
in a different location. 

Finally, to make the instrument's behaviour as close as 
possible to reality, secondary effects such as pressure emulation, 
knob movement or button backlighting are also reproduced. 

4. APPLICATION EXAMPLE OF THE IMPLEMENTED AR-
BASED CYBER-PHYSICAL SYSTEM 

This section aims to present a case study of the proposed 
approach by considering the typical operations that student have 
to perform on the digital oscilloscope during basic metrology 
courses. To this aim, a proper mobile application has been 
realized to assess the reliability of the method. 

When the student interacts with the rendered 3D instrument, 
the first operation he/she must perform, as with the actual 
instrument, is to switch it on. In fact, when the oscilloscope 
power button is pressed in the AR application, a query is sent to 
the actual instrument to retrieve the waveforms currently present 

on the instrument's display as well as its configuration parameters 
(as an example, horizontal, s/div, and vertical, V/div, resolution, 
Figure 7). 

This way, the student can gain awareness and knowledge 
about the signal currently acquired and displayed on the actual 
oscilloscope and, consequently, change the parameters, 
depending on the operations to be performed, by acting on the 
corresponding knobs of the V/div and s/div. 

In addition, the student can have information about the signal 
coupling. As on the actual instrument, the “CH1 MENU” button 
must be clicked on, and the information appears on the right-
hand side of the display (Figure 8). In the example case shown in 
the Figure 8 the waveform coupling is “DC”. 

 

Figure 6. Example of implemented C# module for interaction between user, AR reconstruction and actual instrumentation.  

 

Figure 7. Waveform and resolution information on the AR display after 
turning on.  

 

Figure 8. CH1 Menu Selection on the AR instrument.  

 

Figure 9. Signal level. 
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By turning the specific knobs located on the “CH1 MENU” 
button it is possible to change the signal level (Figure 9), so that 
the signal is moved up or down according to the axis origin. This 
is important if the student has both signals on the instrument 
display and he doesn’t want to display them as superimposed. 

Moreover, it is possible to change the trigger level as well as 
on the actual instrument and perform operations with the cursors 
to measure period and amplitude of the signal. Figure 10.a shows 
how the cursors were used to evaluate the peak-to-peak 
amplitude of the signal, while in Figure 10.b the period was 
measured. It is worth noting the relevant concurrence between 
the display of the instrument rendered within the AR application 
and that characterizing the actual instrument in the laboratory. 

As a further case study, a typical students’ exercise is 
presented, mandated to measure the variation in amplitude and 
phase of the output signal referred to an RC filter circuit; in 
particular, an RC filter with a cut-off frequency of 1.7 kHz was 
used. Figure 11 shows the measurement setup present in the 
actual laboratory, where in this case the device under test (DUT) 
stands for the RC filter.  

As can appreciated in the Figure 11, the input signal of the 
filter is connected to channel 1 of the oscilloscope while channel 
2 will show the output signal of the filter; Figure 12 shows the 
corresponding results as the frequency of the input signal rises. 
In particular, Figure 12.a presents the acquired (and almost 

superimposed) waveforms of the two channels when an input 
sine wave with a frequency equal to 200 Hz has been applied. 
When the frequency of the generated signal increases up to 1 
kHz, (Figure 12.b), the output waveform begins to be attenuated 
and delayed with respect to the input one. As the frequency is 
increased to 5 kHz (Figure 12.c), the filter effect of the 
considered DUT proves to be evident with a significant 
attenuation and displacement of the output waveform. 

As for the actual lab experience, gain and phase shift of the 
filter can be measured by means of cursors as in Figure 10; for 
the sake of the brevity, the procedure is not shown in the paper. 

5. CONCLUSIONS 

The purpose of the current research study was to evaluate the 
capabilities of CPS in the measurement framework. In particular, 
a suitable method to develop a Digital Twin has been proposed, 
and a real implementation referred to an oscilloscope has been 
presented. In fact, starting from a 3D scanning strategy, the 
actual instrument is reconstructed in Augmented Reality, each 
front panel element is associated with an instruction of the actual 
instrument, and then an AR application is developed by means 
of the Vuforia and Unity environments. Moreover, a suitable 
communication, based on the MQTT protocol, is adopted 
between the actual instrument and its 3D reconstruction. To this 
aim, a personal computer is exploited to realize (i) the physical 
connection with the actual instrument, (ii) the internet or local 
connection with the MQTT client, and (iii) an interpreter for the 
command sent to the instrument and the responses from the 
instrument outputs to the AR application. As an example, a 
typical application is evaluated where a filtered signal has been 
correctly displayed and measured in terms of frequency in the 
AR application. So, it was proved that the oscilloscope could be 
used in an AR framework where it is remotely controlled and 
sent the actual measure (acquired in the physical world) to the 
Augmented Reality world. It has been demonstrated that a CPS 
for the measuring instruments can be realized, highlighting that 
instrument as Digital Twin acts in the same way as those in the 
real world. 

a)  

b)  

Figure 10. Evaluation of a) peak-peak amplitude and b) period of the signal.  

 

Figure 11. Laboratory setup in experiments with RC Filter.  

a)  b)  c)  

Figure 12. Evolution of signal output of RC filter: a) signal frequency input equal to 200 Hz, b) signal frequency input equal to 1 kHz, c) signal frequency input 
equal to 5 kHz.  
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