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Reference service exists to maximize access to data contained in library material. Yet reference 
librarians have not achieved this goal in several areas of reference work. While an expert system 
has possibilities, formidable research and development obstacles exist. In the form of a tutorial, 
this paper posits an explicit research agenda: (1) to define the fact base and articulate the heu­
ristics necessary to build the requisite knowledge base, (2) to select the appropriate program­
ming language or shell, (3) to design an effective user interface, and (4) to develop an expert 
system capable of operating in a real-time, reference environment. This paper also specifically 
addresses system testing, describes what has been done, evaluates the existing systems, and 
identifies work in progress. Finally, this paper raises seven critical questions which must be 
answered along the way. 

No one yet has succeeded in inventing an automation 
to answer all the wise and foolish questions asked by 
the American public.-Louis Shores, 1937. 

eference service developed be­
fore the turn of the century to 
provide readers advice on how 
to retrieve relevant and perti­

nent sources with which to satisfy their in­
formation needs.1 Its goal is to maximize 
access to the information contained in li­
brary collections. Today, either explicitly 
or implicitly, many reference departments 
have adopted the American Library Asso­
ciation's Reference and Adult Services Di­
vision standards of service. 2 

Most departments wish to provide the 

best possible service. Yet substantial evi­
dence suggests that, for a variety of rea­
sons, the quality of reference service is not 
high. Extensive studies of the quality of 
reference service have consistently found 
that the accuracy of answers to questions 
is very low because, among other reasons, 
librarians use outdated sources and make 
only infrequent referral to more knowl­
edgeable staff. 3 Unfortunately, research­
ers do not know how many times library 
users' questions simply go unasked. 

In attempting to answer questions, ref­
erence librarians face ''several alternative 
courses of action but [have] only incom­
plete information about the true state of 
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affairs and the consequences of each pos­
sible action. The [general] problem is to 
choose an action that is optimal or rational 
with some definite criteria of optimality or 
rationality. ''4 

PROBLEM STATEMENT 

It is not only possible but desirable to 
build an expert system, i.e., a decision 
support system for answering reference 
questions (see figure 1). Of course, the do­
main of reference service encompasses 
more than answering questions. 5 Several 
alternatives exist to improve the quality of 
answers. Library administrators could 
spend more to attract higher quality staff 
or to improve reference collections. In­
house staff training could emphasize the 
importance of referral to other library de­
partments that contain specialized infor­
mation, such as government publications. 
Similarly, public relations efforts could 
more effectively advertise the existence of 
ILL. 

'' ... a study of the intelligence re­
quired in reference service, specifi­
cally that of answering questions, 
could significantly improve user ac­
cess to the information in library col­
lections. 11 

Expert systems are known to work well 
in narrow domains. Yet the knowledge 
base, consisting of the facts and rules nec­
essary to build such a system, is still not 
well understood. Donald Waterman 
points out that "if the task is so new or 
poorly understood that it requires basic re-
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search to find solutions, knowledge engi­
neering will not work. ''6 Such work in­
volves some risk. Nevertheless, a study of 
the intelligence required in reference ser­
vice, specifically that of answering ques­
tions, could significantly improve user ac­
cess to the information in library 
collections. I am confident that the payoff 
justifies the risk. Thus I wish to propose a 
research agenda for the next five to ten 
years on seven critical questions in this 
area. These questions must be answered if 
we are to have a truly expert system for 
reference service. 

JUSTIFICATION 

Hypotheses of justification for work on 
expert systems posited until now address 
the economic or technological reasons for 
proceeding with the development of par­
ticular systems.7 An expert system in ref­
erence is desirable primarily because it can 
preserve the corporate memory within 
reference departments and can increase 
the individual's success in answering 
questions. 

The groups that stand to benefit most 
immediately from better answers and/ or 
an expert system are end users and, of 
course, librarians (see appendix A). Po­
tentially, an expert system could teach ref­
erence, so library school faculty and their 
students could have a stake in this venture 
as well. Finally, reference book authors 
and publishers have a vested interest in 
this field because such systems may sug­
gest the need for new sources. At the very 
least, existing sources will be recom­
mended and publishers may also wish to 
finance new ventures in this profitable 
area. Even though the advantages appear 
to outweigh the disadvantages, research­
ers should weigh the pros and cons and 
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FIGURE 1 
Components of an Expert System (suggested by N. Shahla Yaghmai) 



their effects upon the implementation and 
operation of an expert system. 

Researchers interested in these develop­
ments must address several moral and 
ethical questions before proceeding. A 
central question concerns the proper role 
of an expert system: what can it do and 
how much should it do? In other words, 
how much responsibility should it be 
given? Should end users or only reference 
librarians have access? Is the system an 
adviser, an associate, or simply an assis­
tant?8 What are the consequences of a 
wrong answer? Who is responsible for 
wrong answers given by an expert sys­
tem? How does it mesh with what librari­
ans do now? Who owns this expertise, 
that is, the knowledge base.9 Should re­
searchers limit themselves to data cur­
rently available or is a more fundamental 
study needed of how reference librarians 
actually answer questions?10 

THE RESEARCH AGENDA 
What Is the Proper Scope of 
an Expert System for Answering 
Reference Questions? 

Fundamental theoretical issues about 
the knowledge base have not been re­
solved, although development of a system 
is technologically feasible. The essential 
question is: what must an advice-giving 
system in reference know? To begin with, 
the relevant knowledge domain of an ex­
pert reference system includes the fact 
base and the rule base. 

What Is the Fact Base? The fact base is the 
explicit and declarative knowledge within 
the domain. In reference, the fact base is 
largely "public knowledge," in Patrick 
Wilson's phrase. It contains the reference 
resources, i.e., the basic tools of reference 
work. Besides including traditional print­
based sources, their call numbers, and/or 
their locations, should not an expert sys­
tem's domain also include in-house infor­
mation files, CD-ROM products, interli­
brary loan or even online databases?11 

Does it include knowledge of how to use 
the catalog; library policy; the physical 
layout of the main reference collection; 
and location of other collections or facili­
ties, such as buildings, photocopy ma­
chines and restrooms? Does it include in-
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formation necessary to refer the user? The 
fact base must be operationally defined 
and at the very least must contain the 
print-based resources, but even this re­
quirement is problematic. How many ti­
tles should it contain? The same number 
as a reference librarian? 

Mary Biggs and Victor Biggs (1987) 
found that collection size in the main ref­
erence collection of academic libraries var­
ied from 35,000 titles for a college to 82,000 
titles for Association of Research Libraries 
(ARL) libraries.12 Must a truly expert sys­
tem base recommendations on the entire 
collection? Alternatively, the fact base 
could be defined as all the titles in the 
tenth edition of Eugene Sheehy's Guide to 
Reference Books. Over the course of its de­
velopment, this source has grown from 
only 100 titles under Kroeger's 1902 edi­
torship to approximately 14,000 in Octo­
ber 1986; apparently, it will continue to 
grow. Even expert librarians must find 
this a daunting number; and consider the 
poor novice. Of course, the system may 
never use some of these titles or may use 
them infrequently. Nevertheless, human 
experts will still have a limit to the number 
of sources that they can remember to rec­
ommend. 

Seeking informed opinion represents 
yet another way to limit the fact base. In 
1960, Wallace J. Bonk at the University of 
Michigan found that library school faculty 
teaching reference courses in twenty-five 
schools collectively cited more than 1,200 
different titles in their syllabi.13 He lists 352 
titles, identifying 115 core works that have 
at least 50 percent overlap. Notably, only 
five titles appeared on all twenty-five of 
the library school's lists. 

In a subsequent study of reported use in 
1,078 secondary school, public, and aca­
demic libraries, Bonk asked reference li­
brarians to identify titles as vital, recom­
mended, or peripheral. 14 Although he 
reports on individual titles, in ranked or­
der by format, he found that the vital cate­
gory consisted of handbooks first, then 
geographical sources, biographical 
sources, government publications, year­
books, dictionaries, serials, encyclope­
dias, indexes, bibliographies, and directo­
ries, followed by audiovisuals. 
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In 1979, RQ published Larsen's replica­
tion of Bonk's study of reference instruc­
tors. 15 This time thirty-one schools re­
sponded, but only sixteen provided 
usable syllabi. Nevertheless, schools 
listed many more reference titles: 2,014 
different sources. The range was from a 
high of 615 titles to a low of 229. By format 
they presented encyclopedias most often, 
followed by yearbooks, biographical 
sources, indexes, bibliographies, geo­
graphical sources, dictionaries, directo­
ries, audiovisuals, government publica­
tions, and lastly, handbooks. Two 
encyclopedias, two biographical sources, 
two indexes, and one yearbook emerged 
as core titles. 

The fact base <;:an also be more narrowly 
prescribed by studying how many titles li­
brarians actually use. The Enoch Pratt Li­
brary listed the top ten most frequently 
used titles in a 1968 survey of telephone 
reference. Their Telephone Reference Ser­
vice collection contains 750 titles, which 
are used to answer about 80 percent of 
questions asked. 16 More recently, a state­
wide study in Maryland found that as few 
as seven titles were used to answer about 
87.5 percent of questions asked. 17 Interest­
ingly, a single title-the World Almanac­
was used to answer 57.5 percent those 
questions. 

Should the system contain a limited 
number of titles, such as those that the li­
brary owns? Does merely increasing the 
size of the fact base result in a better sys­
tem? Should the system recommend more 
than a single title, for educational pur­
poses? Might the fact base become pre­
scriptive, i.e., leading users to think these 
are the only approved tools? Determining 
the appropriate number of titles is a critical 
design issue because the fact base must be 
manageable yet large enough to satisfy 
user requests. 

Can Experts 
Articulate Their Heuristics? 

What Is the Rule Base? Expert knowledge 
can be represented by rules. These rules, 
or information about courses of action, 
constitute the procedural knowledge of a 
field. Such heuristics work best when no 
algorithmic solution exists, but rules offer 

-
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no guarantee of a solution to the problem 
every time. In contrast to the fact base, 
which is public, librarians' implicit rule 
base for solving reference problems ap­
pears to consist of nearly entirely private 
knowledge. That knowledge that is public 
and contributes to the rule base, however, 
should be discernable in the professional 
literature, especially in texts on the proper 
way to perform reference work. 

Having examined the textbook experts 
on reference work-specifically, Wyer 
(1930); Shores (1937, 1939 and 1954); Hut­
chins (1944); Cheney (1971); Katz (1969, 
1974, 1978, 1982, and 1987); Cheney and 
Williams (1980); and Thomas, Hinckley, 
and Eisenbach (1981)-the author is pessi­
mistic about finding there all but the sim­
plest rules. 18 Furthermore, very few li­
brary schools teach the explicit rules of 
reference. (See figure 2 for an example of 
such surface rules for dictionaries). The 
heuristics-the rules of thumb-must be 
learned indirectly by students during class 
lectures or during hands-on assignments. 
If textbook authors and professors are not 
revealing the rules, who else can? 

One approach is to conduct interviews 
with the other experts, the practitioners. 
Among reference librarians, how can we 
determine who is the most expert? Should 
they be given a version of the now familiar 
twenty questions used in studies of refer­
ence quality and see how well they do? Or 
should we search for the one answer upon 
which a number of practitioners agree? 
Once the expert has been identified, how 
can we learn how they perform reference 
work? How does one obtain the best ex­
pert's best opinion? Should they be inter­
viewed in situ? They may not be able to ar­
ticulate the process; many will simply 
answer, "I just know," or that they make 
educated guesses. They will be able to iden­
tify the tools, but only a few of the sim­
plest rules? For example, "IF the client 
wants to know the meaning of a word, 
THEN recommened a dictionary'' is a sim­
ple rule. Deeper rules address under­
standing, for example, "IF there is a busi­
ness or professional address associated 
with a person's name, THEN it may help 
establish the credibility of that person.'' 

Some answers can be found in related 



IF (condition) 

Spellin~ 

THEN (conclusion) 

Webster's 3d 
Webster's 2d 
Webster's 2d 
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Definitions 
Pronunciation 
Etymology 
Levels of usage 

Oxford English Dictionary 2d 
Fowler's Dzctionary of Modern English Usage 
American Heritage Pictures or illustrations 

Synonyms or antonyms 
Neologisms 

Roget's International Thesaurus; Webster's Collegiate Thesaurus 
World Book Dictionary; Barnhardt's; RHO 2d; Webster's 9th Desk; OED 

Slang 
Dirty words 
Dialect 
Grammar 
Abbreviations 
Nonlexical 
Translations 

Supplement 
Partridge's Dictiona111 of Slang; Dictionary of American Slang 
American Heritage; RHo 2d 
Dictionary of American Regional English 
Strunk and White's Elements of Style 
De Sola's Abb. Dictionary 
RHD2d 

German 
French 
Italian 
Spanish 
Russian 

Langenscheidt' s Deutsch/English 
Cassell's French/English 
Cambridge Italian Dictionary 
Appleton's New Cuvas 
MiUller' s English/Russian 

Source 3: Author's research in progress; Shores, Basic Reference Sources (1954), p .9; Katz, Basic Information Sources 
(1969), p.14; Cheney, Fundamental Reference Sources (1971), p .112. 

FIGURE2 
Production Rules for Selecting Dictionaries 

fields. A review of psychological research 
suggests that 

when people attempt to report on their cogni­
tive processes, that is, on the processes mediat­
ing the effects of a stimulus on a response, they 
do not do so on the basis of any true introspec­
tion. Instead, their reports are based on a priori, 
implicit causal theories, or judgments about the 
extent to which a particular stimulus is a plausi­
ble cause of a given response. This suggests 
that though people may not be able to observe 
directly their cognitive processes, they will 
sometimes be able to report accurately about 
them. Accurate reports will occur when influ­
ential stimuli are salient and are plausible 
causes of the responses they produce, and will 
not occur when stimuli are not salient or are not 
plausible causes.19 

Interviewers should ask librarians what 
they would do in a given scenario. The 
risk is that the experts might rationalize 
what the}(; do rather than say what they re­
ally do. 0 An alternative method might 
have an expert and a novice discuss a 
problem reference question scenario; the 
recorded exchange could reveal important 
differences. Is there an appropriate 
method for extracting the librarian's cog­
nitive model? Researchers must under-

take further exploration of reference li­
brarians' cognitive models if we are to 
have truly expert systems. 

11How does one move the expert's 
domain-specific information into the 
machine?'' 

Having answered the questions about 
the knowledge base, researchers or so­
called applications engineers can next di­
rect their attention to building a system 
that can choose a resource based on a ra­
tional set of facts and rules. How does one 
move the expert's domain-specific infor­
mation into the machine? 

Is there a good way to capture or acquire 
this knowledge? Some promising work by 
George Kelly suggests that experts iden­
tify relevant information as cues in their 
work environment.21 By combining cues, 
these experts construct decision-making 
patterns. Hence, cue identification is criti­
cal. Researchers have generated a variety 
of inductive learning methods to elicit the 
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cues or rules from the environment with 
or without the help of an expert.22 Yet we 
may still be left with the question, Does 
merely increasing the number of rules, 
simple or deep, in the knowledge base 
make for a better system? 

Simple rules or surface knowledge can 
probably be articulated easily, and these 
should be taught in library schools. Li­
brary schools would produce better­
prepared practitioners who would at least 
know the fundamental logic of answering 
questions. However, these simple rules 
occasionally fail. Certainly, expert sys­
tems based solely on simple rules could 
frustrate a user. Thus, we will need deep 
knowledge of the reference process. Such 
first principles (axioms, definitions, laws) 
may be harder to identify, but truly expert 
systems will need to know these as well; 
symbolic logic can play a role. 

METHODOLOGICAL QUESTIONS 
What is the Best Approach to 
Implementing an Expert System? 

Several approaches can lead to an expert 
system. These approaches have been 
grouped into three categories: the custom 
approach, the semicustom approach, and 
the off-the-shelf approach. 

Custom Approach. 
A custom development route which starts from 
scratch using AI development languages and 
highly skilled AI professionals to build a system 
to meet specific needs [is one approach]. After 
the two professionals (the knowledge engineer 
and the expert) create the outline of rules and 
data which comprise the expertise, the knowl­
edge engineer translates it into computer code, 
usually LISP. He then builds a [software] struc­
ture known as the inference engine, which can 
correlate the outline's general rules to more 
specific pieces of knowledge that will be added 
to the system later. Combined, the rules and 
data of the knowledge base, and the inference 
engine form the complete expert system. 23 

An argument advanced for the custom ap­
proach is that it is cheaper than other op­
tions because it only requires time, not 
money. Yet a dedicated LISP machine 
costs $50,000-$100,000, and even a dedi­
cated artificial intelligence (AI) personal 
computer can cost $20,000. With the in­
creased power of Intel's 80386 chip, ama­
teurs can explore PC-based languages 
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such as LISP or Prolog, or another, more 
conventional language. 24 

1. LISP (LISt Processing). John Mc­
Carthy invented the AI language of choice 
in the United States. This declarative lan­
guage in which the computer, told what to 
do, does it, is the second-oldest high-level 
computer language after FORTRAN. It 
processes symbolic data (knowledge ba­
ses are symbolic data structures) repre­
sented as linked list structures, and it can 
handle nested subroutines. The de facto 
standard is Common LISP. 25 Such an ap­
proach would characterize each and every 
reference book by topic, frequency, types 
of indexes, etc., much like ALA's Booklist 
guidelines. Sheehy's guide, for example, 
contains some of the declarative knowl­
edge about reference books. This ap­
proach has been tried for a government 
documents expert system, described and 
evaluated below. A variety of PC imple­
mentations exist, but novices may wish to 
peruse the literature and experiment first 
with XLISP, a public-domain version. 26

'
27

'
28 

2. Prolog (Programming in Logic). In 
contrast to LISP, Prolog is usually de­
scribed as a procedural language (that is, 
you tell the computer how to do it and it 
does it), although its statements can be ei­
ther declarative or procedural. ''In its de­
clarative form, it proves something is true 
by searchin~ through a database of facts 
and rules.'' As a symbolic language, it is 
useful too for solving problems that in­
volve relationships between objects. Pro­
log is based on predicate calculus, espe­
cially Horn Clause axioms, which are used 
to structure the program and guide its exe­
cution. Invented in France in the 1960s, 
Prolog has been selected by the Japanese 
government for their Fifth Generation 
Computer Project. A variety of PC imple­
mentations exist, including Marseille and 
Edinburgh (or Mellish), two different syn­
taxes. 30 Novices may wish to peruse the lit­
erature and experiment first with PD Pro­
log, a public-domain version. 31

'
32 

Supporters claim Prolog is more effi­
cient than LISP in that the same task en­
tails less coding. Others claim it offers in­
creased program accuracy and better 
organization of modules, and handles re­
lationships between symbols better than 



LISP. The most compelling argument, 
however, is that a procedural language 
more closely resembles the way experts 
actually think. On the negative side, Pro­
log detractors claim it lacks control con­
structs, does not handle lists well, and 
may not be as readable as other languages. 

In fact, other languages, including Cor 
Hypercard, exist that could be used to cre­
ate an inference. engine and its surround­
ing structure. 33 James R. Parrott wrote 
REFSIM in PASCAL (described and eval­
uated below), and Karen Smith rewrote 
her POINTER system from LISP into BA­
SIC (see below). 

Semicustom Approaches. A second ap­
proach is a semicustom development 
route, beginning with a commercially 
available ''generic'' expert system shell 
which the institution adapts to its specific 
needs by building a base of knowledge 
around it. Few individuals outside univer­
sity laboratories and AI-specific compan­
ies are able to create expert systems from 
scratch, and thus vendors offer develop­
ment tools, variously known as shells, in­
ference engines, framework, and struc­
tures, that allow users "to test the waters 
without investing hundreds of thousands 
of dollars in custom development. " 34 

Followers of this approach must con­
sider the two primary ways of represent­
ing knowledge. Most shells follow pro­
duction rules, i.e., if some condition 
exists, then some conclusion follows, 
based on Newell and Simon's early work 
in modeling human cognition. 35 This ap­
proach has obvious utility in answering 
print-based, fact-type questions, for ex­
ample, "IF the person is living AND the 
person is American AND the person is 
male AND the user only wants vital statis­
tics, THEN recommend Who's Who in 
America.'' A collection of such if-then rules 
appears capable of representing a sub­
stantial body of information, but the ques­
tion may still be asked, Can knowledge be 
represented by the rules of formallogic?36 

1. Forward Chaining Shells. Forward 
chaining starts from the facts and works 
forward in the direction of the conclusions 
they imply. Waterman states, "If your 
goal is to infer one particular fact, forward 
chaining could waste both time and 
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money.' ' 37 Samuel Waters recommends 
this approach without specifyin&s why he 
thinks it is the way of the future . 

2. Backward Chaining Shells. Back­
ward chaining, an inference method, op­
erates on a set of given rules. The process 
works from the hypothesis or conclusion 
through the rules back to the set of facts 
that would lead the user to one of these 
conclusions. Essentially, it embodies the 
elimination of conclusions for which there 
are no supporting facts. Here, one is left 
with the question of how the rules are gen­
erated. 

3. Example- or Frame-Based. Yet an­
other approach is a network of nodes con­
nected by relations and organized into a 
hierarchy. Hence one might have a frame­
work of concepts with attributes (often 
called "slots"). For example, each frame 
might contain a specific reference tool 
with slots filled by all its identified attrib­
utes. When a particular request matches 
this pattern, the result is a specific recom­
mendation. Some of these shells actually 
induce the rules but do not allow the de­
signer to control the order in which they 
fire. 

Shells have both advantages and disad­
vantages. They are readily available from 
vendors. 39 Because little or no program­
ming is required, this approach can drasti­
cally cut system development time, per­
haps by one-third to one-half. Shells can 
save time by pre-packaging an expert sys­
tem's inference engine, thus obviating the 
need for the knowledge engineer to create 
this structure from raw code. ''The knowl­
edge engineer need only add a specific 
knowledge base to the generic shell struc­
ture" to develop a complete expert sys­
tem. 40 Because most of the effort in shells 
goes into the logic and interface design, 
ambitious reference librarians may prefer 
this approach. Initially, 

shells seem like appropriate tools for nontech­
nical users, but most are beyond the technical 
proficiency of the average user. While several 
vendors claim to offer expert systems that don't 
require users to know arcane AI languages, 
such as Pro log or LISP, more than just a begin­
ner's knowledge of computers and computer 
languages is required.41 

Parenthetically, a number of UCLA 
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Graduate School of Library and Informa­
tion Science students had no PC experi­
ence and yet created very good systems 
(see below for description and evalua­
tion). 

Off-the-Shelf Systems. These systems of­
fer ''a packaged route whereby the organi­
zation installs a prewritten application 
and makes minor adjustments to fit its ex­
act needs. . . . [This results in] 'off-the­
shelf' expert systems that are, quite liter­
ally, ready to run." 42 To the best of my 
knowledge, none exist as yet; however, 
Karen Smith is selling her POINTER sys­
tem, although it will need substantial 
modification to work in other libraries. At 
the 1988 ASIS Mid-Year meeting, Tome 
Associates demonstrated their TOME­
SEARCHERS, derived from PLEXUS, 
which constructs online searches for the 
end user. 

Should Expert Systems Model 
the Reference Process? 

If system designers have a model of ref­
erence services, why not use it? A vali­
dated model would be best but even an 
idealized model could be used to structure 
the expert system's human-computer in­
teraction. In the mid-1960s, Jesse Shera 
observed that ''the machine problems per 
se are well on the way to solution; the great 
unsolved problems are those which are 
fundamental to the reference situation it­
self. ''43 Since then, researchers have pos­
ited a variety of models of the reference in­
terview, question negotiation, and the 
reference process. The problem is that we 
do not know which of the competing 
models is optimal. Such information is im­
portant because a viable expert system 
must contain a sophisticated model, espe­
cially one based on the user. 

Extant systems appear to be responding 
to simple, fact-type questions, for in­
stance, "Tell me more about (a person)" 
or ''Do you have the SuDoc classification 
number?'' This suggests that these sys­
tems contain an implicit model of the type 
of person asking questions. While many 
reference librarians keep statistics on the 
number of questions asked, few have 
studied their true nature or the character­
istics of persons asking those questions. In 
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fact, the percentage of fact-type questions 
asked is largely unknown. Several re­
searchers (Rees and Saracevic, 1963; 
Shera, 1964; Taylor, 1968; Crum, 1969; 
Bunge, 1970; Jahoda and Olson, 1972; 
Lynch, 1978; Rich, 1979; and Daniels, 
1986) have studied the reference process 
and the user in particular, but few have 
consulted with librarians or otherwise 
tested their models. 

In 1963, Allan Rees and Tefko Saracevic 
introduced one of the earliest models of 
the reference process.44 They detail a ten­
step process focusing on the searcher's 
analysis and the translation of search con­
cepts into the appropriate indexing lan­
guage. They omit the characteristics of the 
inquirer and the librarian. 

Shera adopted several aspects of this 
model in his own model of the reference 
process.45 He, too, believes that the pro­
cess is self-evident, and must include the 
need, the inquiry, and searcher's analysis, 
but he adds the inquirer and the librari­
an's characteristics, plus the organiza­
tional structure, information store, re­
sponse, and output language. Notably, he 
also includes an evaluation of the re­
sponse based on pertinence to the infor­
mation need and relevance to the inquiry. 

In 1968, Robert Taylor identified five filt­
ers by interviewing special librarians. 46 Al­
though each filter had already been cov­
ered in the previous models, his 
articulation of the user's need represents a 
significant contribution. Norman Crum 
recognized Taylor's contribution regard­
ing users' needs or motivation, and pos­
ited his own four explicit elements in a 
user model: personal frames of reference, 
information use behavior, profession, and 
work group. 47 In addition, Crum includes 
time of use as an important motivating fac­
tor in the reference process. Charles 
Bunge's work in 1970 makes a minor ad­
vance, explicating some feedback chan­
nels. 48 Interested readers might consult 
two review articles on this topic for addi­
tional information. 49 

A closely related question concerns 
what constitutes an effective user inter­
face. Any system must adopt some 
method to structure the interaction. 50 

Thus far, the flow of information in most 



expert systems is controlled by the sys­
tem; in some expert applications the sys­
tem takes control immediately, or shortly 
after the user poses the initial question, 
the advisor takes over. Should systems al­
low for shared control? The user task in 
most systems is either binary or multiple­
choice. The Socratic mode, usually a series 
of closed-ended questions requiring either 
a yes or no answer, has a long and popular 
history; but little research exists to sup­
port this method of interaction. More of­
ten than not, menus can conveniently col­
lect closed-ended questions into a 
multiple-choice task. Menus have several 
advantages: (1) typing is not required; (2) 
correct spelling is not necessary; (3) they 
are relatively flexible; and ( 4) interfacing 
with other programs is relatively straight­
forward. The primary disadvantage is that 
a menu requires the user to read each pos­
sible selection. Direct manipulation inter­
faces such as a mouse are common in 
some microcomputers and windows are 
increasingly popular. 

Finally, the issue of natural language in­
teraction must be considered. Successful 
expert systems will ·process natural lan­
guage; its obvious importance and utility 
have been acknowledged by researchers 
who wish to use open-ended questions in 
the interface to capture a maximum 
amount of information. Once again, how­
ever, there are few research findings to 
guide us. 

What Has Already Been Done? 

The following section describes the re­
ported work in expert systems for refer­
ence service and evaluates work com­
pleted. That four or five systems already 
exist offers us substantial proof of the 
soundness of the concept. Some adopt the 
custom approach while others utilize a 
shell. 

Which Systems Use the Custom Approach? 
In 1983, the British Library Research and 
Development Department (BLRD) 
awarded A. Vickery and H. M. Brooks, at 
the University of London's Central Infor­
mation Service, a grant to design adem­
onstration prototype expert referral sys­
tem called PLEXUS. 51 After abandoning 
microProlog because it lacked a compiler, 
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the designers wrote the software in PAS­
CAL. It currently runs to some 10,000 lines 
of code. 52 Operational in February 1986 on 
a SIRIUS I microcomputer, the prototype 
performs in the narrow domain of garden­
ing and recommends resources, i.e., it re­
fers the users to publications, organiza­
tions, databases, and experts. 

The four functional modules of the sys­
tem consist of a user model (GETUM), the 
user's problem (GETSTAT), a search 
strategy (SEARCH), and the outcome and 
user's evaluation (EVALUAT). The GE­
TUM module characterizes the user in six 
different ways: familiarity with the sys­
tem, job-related interest, length of experi­
ence, familiarity with existing resources, 
prior advice-seeking activities, and geo­
graphical location. The system then 
presents the user with an open-ended 
question, ''Please tell me about your prob­
lem," and the user responds in natural 
language. This module uses frames to rep­
resent its knowledge of the user's stated 
problem. When it has enough informa­
tion, the precompiled problem-solving 
SEARCH modules takes over using 
production-rule sets and Boolean state­
ments to query the database. It then re­
turns with a proposed resolution to the 
stated problem. PLEXUS may not be por­
table, but it has adopted several good 
strategies to resolve the preceding theo­
retical questions. 

With the Courseware Authoring Sys­
tem, "a much-extended subset of PAS­
CAL" that runs on Digital Equipment un­
der VAX, James Parrott wrote REFSIM for 
the IBM PC. Described as a reference tu­
tor, REFSIM can be used by either client or 
librarian. Adopting a menu system, his 
system forward chains but appears capa­
ble of some backward chaining. The sys­
tem asks the user the field of the person 
about whom information is sought and 
whether s/he is dead or alive and living in 
the U.S. or not; then it responds by sug­
gesting sources. In the tutor mode, the 
system specifies a person and asks, 
"What should I look in?"; eventually it 
gives the student a list of sources. 

In a newer and much larger implemen­
tation, Parrott rewrote REFSIM in Prolog. 
He envisions a bimodal system capable of 
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training and consultation. The latter, 
called the reference dialogue module, 
handles simple English, approaching nat­
urallanguage.53 Apparently, it contains a 
module that helps the user make interli­
brary loan requests. 

Custom-tailored to SUNY -Buffalo's 
Lockwood Library's Documents and Mi­
croforms Department, Karen Smith's 
POINTER required 6,064 lines of code 
(about thirty-nine eages) in BASIC and 
runs on an IBM PC. In 1984, she and Stu­
art C. Shaprio received a grant from the 
Council on Library Resources, and a 
SUNY Buffalo computer science graduate 
student wrote the original program in 
LISP. 

11POINTER's new first screen wel­
comes the user by suggesting that it 
'will help you find U.S. government 
documents by directing you to appro­
priate reference books.' " 

POINTER's new first screen welcomes 
the user by suggesting that it "will help 
you find U.S. government documents by 
directing you to appropriate reference 
books." Next a screen appears containing 
information that stresses the importance 
of the SuDoc number for finding items in 
the collection. The system then asks 
whether the user has such a number; if not 
it will ask if more information is desired 
and, if so, will give a brief description of 
these numbers. If the user already has a 
SuDoc number, the system will direct him 
or her to the shelves or a nearby handout, 
and provide information concerning the 
location of the circulation department and 
the loan policy. 

If the user does not have a SuDoc num­
ber and still wants help, the system offers 
a menu containing four choices: title, 
number, subject, or maps. Selecting title 
or numbered document generates menus 
of five more questions that require re­
sponses before a specific source is recom­
mended. A subject request leads to fifteen 
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questions, and if the user is not satisfied, 
the system allows him to leave his request, 
name and telephone number for further 
assistance. Selecting maps refers the user 
to the map collection, one reference book 
and a brief SuDoc explanation. 

POINTER offers several positive fea­
tures. First, the system covers physical fa­
cilities and policies, besides fifty basic 
sources and their call numbers, and even 
directs the user in one instance to the 
structure of the source itself. Second, the 
system allows for uncertainty at one 
point. Third, the user can leave his request 
on the system if he is not satisfied. 

Unfortunately, the systems disadvan­
tages may outweigh the advantages. First, 
POINTER has a primitive user model; it 
assumes the user either has or does not 
have a SuDoc call number. If the user says 
he is unsure, it gives examples, but never 
asks if the user has determined that he has 
such a number. Second, POINTER uses 
forced, closed-ended questions. Third, 
the screen design is inconsistent and 
poorly laid out. Fourth, at least one screen 
moves too fast; the system should allow 
the user to hit a key to indicate he has fin­
ished reading each screen. The beginning 
screen should require the user to strike 
any key to continue rather than selecting 
yes or no and then pressing the return 
key. Most importantly, however, 
POINTER does not follow the established 
paradigm in the field; 55 consequently, one 
wonders how effective it really is and 
whether another implementation which 
does follow the paradigm would not be 
more efficient. In other words, is it just a 
superficial, "quick-and-dirty" system, or 
does it encompass a deeper understand­
ing of how such a system should be de­
signed for government information re­
quests? 

Do Any Systems Use ·the Shell Approach? 
Designers of the more recent expert sys­
tems are adopting shells. For instance, in 
April 1986, Howard White and Diana 
Woodward received Drexel University's 
Research Scholar Award to carry out their 
work. Using the Personal Consultant Se­
ries, EASY shell, to design their system, 
they constructed the ''Expert System for 
General Library Reference." Conceptu-



ally they borrowed heavily from White's 
work on Joseph C. Meredith's RE­
FSEARCH at Berkeley.56 However, their 
early version of Texas Instruments' shell 
did not have a database interface, and con­
sequently they adopted another shell, IN­
SIGHT, to weigh recommendations ac­
cording to the sureness of a source's 
information. At present, they use 144 
common, frequently used sources. Their 
system uses memo fields to provide the 
user with call numbers and other relevant 
information. It may also have graphic ca­
pabilities, but this is uncertain, as the de­
signers have not yet published the find­
ings from their project.57 

At the National Agricultural Library, Sa­
muel T. Waters has created Answerman to 
run on a 256K IBM PC using First-Class, a 
menu-driven, example-based shell. 58 

Answerman' s advantages include its abil­
ity to indicate specific page numbers of 
reference sources. Unfortunately, it as­
sumes that the user knows which refer­
ence format (e.g., dictionary, encyclope­
dia) is appropriate. Finally, Answerman 
recommends only thirty-one different 
sources. 

At UCLA we are using the Expert Sys­
tem Inference Engine (ESIE), a rule-based 
backward chaining shell written in PAS­
CAL. 59 In early 1987 using ESIE, I wrote a 
modest Socratic prototype for selecting 
twenty-three dictionaries. Later, I revised 
it to use menus because it played a tire­
some version of "twenty questions" I also 
created a biographical source module and 
most recently a module for bibliographies 
and indexes. At the 1988 ASIS Mid-Year 
Conference my students present a dem­
onstration module called the Searchin' 
General. 

During the 1987 fall quarter, students in 
my course on Information Resources and 
Services wrote production-rule modules 
for the reference formats we covered. 60 

Edward Pai wrote a FORMAT-module for 
selecting more than a dozen formats or 
types of reference sources. Pai' s module 
asks the user to indicate one of three levels 
of familiarity with the topic before pre­
sentinp a menu with six additional op­
tions. 6 Others, notably Deborah Hender­
son, Patti Martin, Lauren Mayer, and 
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Pamela Monaster, wrote linking modules 
for specific formats such as biographical 
sources; their "Searchin' General" mod­
ule recommends about twenty-five titles. 62 

For the future, we have contemplated 
linking these modules seamlessly to a 
master module and performing field tests 
of ESIE' s effectiveness. 

ESIE is valuable as a pedagogical exer­
cise. It teaches students the difference be­
tween facts and rules in a reference situa­
tion. They learn the characteristics of 
select sources, and by writing explicit 
rules they progress quickly from novices 
to advanced beginners. Although the limi­
tations of this shell frustrate the best stu­
dents, it does show them the potential of 
an expert system in this field. 

Several significant efforts are as yet un­
reported in the literature. Lloyd A. David­
son is working on a menu-based dBASE 
m expert system for automated reference 
service at Northwestern University's 
Seeley G. Mudd Library for Science and 
Engineering. Brian Nielsen and Gilbert 
Krulee at Northwestern University won a 
1987 Council on Library Resources grant 
to develop a natural language support sys­
tem for reference librarians. Alex Vrenios, 
a doctoral student at the University of 
Texas, is developing a Prolog program on 
the Apple fie to interpret natural language 
queries on business reference. Goucher 
College has developed a biographical ex­
pert system, Joseph Cavanaugh has 
worked on PISCES, and William E. Mc­
Grath has been teaching science and tech­
nology reference sources using First­
Class. 

The following summarizes the state of 
affairs concerning existing expert sys­
tems: unvalidated and/or primitive user 
models; potentially spurious assumptions 
that the user pool is homogeneous; mod­
est natural language capability; small fact 
bases that make these systems little more 
than idiots savants; and simple if-then pro­
duction rules. By comparing these sys­
tems, however, the knowledge base in ref­
erence service could be substantiated. 

What System Validation 
Has Been Undertaken? 

According to the published literature, 
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no system validation has as yet been at­
tempted. All the previously discussed sys­
tems appear to be research prototypes, al­
though the engineers of PLEXUS and 
POINTER appear to be planning some 
system testing and evaluation. In testing 
any of these systems, researchers could 
query regarding user satisfaction or create 
test questions. Does an expert system per­
form as well as a human? Existence proof 
or sufficiency examinations or a kind of 
Turing test could be useful. Can anyone 
tell which answer is human as opposed to 
machine generated? 

How Shall We 
Evaluate Future Efforts? 

We need something deeper than a mere 
checklist of subjective or normative guide­
lines. Lacking these, however, the Rand 
Corporation has offered some criteria 
which may serve some useful duty until 
the others appear. 63 Engineers could base 
their design specifications upon this list as 
well. 

CONCLUSION 

In summary, seven critical questions 
must be answered before expert systems 
can be adopted for use in libraries. First, 
what is the proper scope of an expert sys­
tem for answering reference questions? 
Thus far, we know substantially more 
about the declarative knowledge of refer­
ence (e.g., the information about the titles 
in Sheehy's Guide to Reference Books) than 
about the procedural knowledge. Further­
more, the ethical questions have not been 
addressed, and yet existing systems are op­
erationally using a core of printed reference 
sources. They have not included CD-ROM 
or online databases to any large degree. 

Can experts articulate their heuristics? 
This is the second critical question. I be­
lieve they can, but researchers have not 
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systematically tried to identify the heuris­
tics involved in general reference work. 
Third, what is the best approach to imple­
menting an expert system? If a procedural 
language reflects how experts actually 
think, then Pro log seems the most promis­
ing, assuming one wants to adopt a pro­
gramming language. Alternatively, if one 
assumes that reference work is done by 
matching a request to the characteristics of 
known sources, then a declarative Ian-

. guage such as LISP makes more sense. If 
saving time is a major consideration, then 
there are numerous shells; at the moment, 
First-Class has the most adherents. 

The fourth question is whether expert 
systems should model the reference pro­
cess. Rather than answer this question di­
rectly, expert system designers have im­
plemented systems that do appear to be 
modeling the process. Fifth, what has 
been done already? A handful of proto­
type systems exist. The Council on Library 
Resources has been most instrumental in 
advancing the work through funding. 
Sixth, what system validation has been 
undertaken? Unfortunately, nothing for­
mal has been presented in the literature. 
Rather than simply create an expert sys­
tem, we need to determine if it is any bet­
ter than the half-right reference service we 
already have. Seventh, how shall we eval­
uate future efforts? At best, we have only 
ad hoc evaluations and must develop eval­
uative criteria. Something similar to 
ALA's Booklist guidelines would help li­
brarians evaluate potential systems for 
their library. 

Finally, I believe that it is imperative that 
a variety of groups, including library di­
rectors and reference librarians, become 
involved with this new technology in or­
der that our libraries retain their competi­
tive edge and to ensure that expert sys­
tems are truly expert. 
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End users 
Advantages 

APPENDIX A: PROS AND CONS OF AN EXPERT SYSTEM 
(OR INTERACTIVE DIALOGUES IN GENERAL) 

WITHIN THE CONTEXT OF VESTED INTERESTS 

1. Service is always readily available (Brooks, 1985) 
2. Independent, self-help situation (Brooks, 1985; Waters, 1986) 
3. Can leave messages for librarians (Smith & Hutton, 1984) 
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Disadvantages 
1. "People may prefer people" -warmth and touch 
2. One user per time; need several machines 
3. Uninspired; it follows rules; familiar users can predict responses 

Reference librarians 
Advantages 
1. Frees one from routine questions (Brooks, 1985; Waters, 1986) 
2. Librarians cannot remember the best sources for answering questions at typical reference desk 

(Waters, 1986) 
3. Relief during high-demand periods (Parrott, 1986) 
4. Results in higher-level questions, hence greater job satisfaction 
5. Lower risk of job burnout (Parrott, 1986; Smith, 1986) 
6. Relief from overwork, boredom, and frustration (Smith, 1986) 
Disadvantages 
1. Potential threat to job security-elimination of position 
2. Less pay for professional services 
3. Might forget basic reference work 

Reference department paraprofessionals 
Advantages 
1. Supports their work 
2. Teaching role in their training 
Disadvantages 
1. Staff most likely to be replaced by expert system 

Reference department heads 
Advantages 
1. High-quality, expert "librarians" 
2. Consistent answers to questions 
3. Staff shortages covered (Parrott, 1986) 
4. Scarce resources (Smith, 1986) 
5. Cost savings, if staff is replaced 
6. Stems the "brain drain" due to turnover (Waters, 1986) 
7. Minimal level of service always available 
8. Relatively affordable 
Disadvantages 
1. Potential threat to job security 
2. Protect the intellectual property of reference staff 
3. Staff time devoted to development and maintenance 

Library directors 
Advantages 
1. Potential cost savings 
2. Consistent with policy/mission statements 
3. Utilize existing computer equipment (additional/new use) 
Disadvantages 
1. Development time of staff if custom approach is adopted 
2. Increased demand for computer equipment 
3. Additional costs of LAN if expert system is placed on file server 

Library school faculty 
Advantages 
1. Frees them from routine instruction (use valuable class time for important material) 
Disadvantages 
1. Work on curriculum implications 
2. Changes the current content of the course 
3. Faculty have to learn new material 

Library school students 
Advantages 
1. Tutor 
2. Tireless-endless repetition, if necessary 
3. Explicit learning of tools and rules 
Disadvantages 
1. "People prefer people" 
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Reference book authors and publishers 
Advantages 
1. Identify need for new tools that do not exist 

March 1989 

2. Potential profit from commercial introduction of such a system 

Source: Unless otherwise noted, these advantages and disadvantages are original ideas of the author. 

By the end of this century, if the present growth rates continues, the Library of Congress will 
have 23,000,000 volumes and Harvard will have more than 12,000,000. 

-William H. Carlson, January 1952 

Most librarians approach the library by way of the book (form) while the user, often uncon­
sciously, approaches the library by way of information (content). 

-Robert S. Taylor, July 1957 


