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False equivalencies: Online activism from left to right
Deen Freelon1,2*, Alice Marwick2,3, Daniel Kreiss1,2

Digital media are critical for contemporary activism—even low-effort “clicktivism” is politically consequential
and contributes to offline participation. We argue that in the United States and throughout the industrialized
West, left- and right-wing activists use digital and legacy media differently to achieve political goals. Although
left-wing actors operate primarily through “hashtag activism” and offline protest, right-wing activists
manipulate legacymedia, migrate to alternative platforms, and work strategically with partisanmedia to spread
their messages. Although scholarship suggests that the right has embraced strategic disinformation and
conspiracy theories more than the left, more research is needed to reveal the magnitude and character of
left-wing disinformation. Such ideological asymmetries between left- and right-wing activism hold critical
implications for democratic practice, social media governance, and the interdisciplinary study of digital politics.

A
ctivism is a fixture of contemporary
politics, both democratic and otherwise.
At its core is the drive to enact or pre-
vent political, cultural, and/or social
changes by a range of means. Although

nonelite citizens have advanced activist claims
against the powers that be for millennia (1),
in the 21st century, digital media offer un-
precedented tools for activists around the
world to help realize their sociopolitical
visions. In this review, which focuses on the
United States but also incorporates evidence
from other countries, we argue that both the
ideological left and right use the ad-
ditional channels and low-cost parti-
cipation afforded by digital media to
reach potentially sympathetic publics.
However, despite some similarities, re-
cent research indicates that left and
right differ sharply in how they use di-
gital media. Whereas the left generally
combines on- and offline protest ac-
tions with transmedia branding, an ap-
proach known as “hashtag activism”
(2), the right tends to eschew offline protest
(notwithstanding a few prominent excep-
tions), preferring instead a combination of
“trolling” or manipulating mainstream me-
dia, protest against and even strategic exit
from platforms owned by “Big Tech,” and
cooperation with ideologically friendly me-
dia outlets. Moreover, available evidence
suggests that the right has invested far
more than the left in disinformation and
conspiracy theories as core components of
its activist repertoire, although a lack of sim-
ilar research on the left makes comparisons
difficult. These asymmetric trends hold im-
portant implications both for scholarship
and for democratic practice.

Low cost, high benefit: Clicktivism and
political participation
Since the start of social media’s diffusion
throughout Western societies, concerns have
been raised about its efficacy for political par-
ticipation. One prominent early objection was
that “slacktivism” or “clicktivism,” low-cost sym-
bolic actions such as sharing, “liking,” changing
one’s profile image, and generally posting ac-
tivist content on social media, projects an
impression of efficacy without actually being
effective (3). The two assumptions underlying
this objection are, first, that such digitally

mediated symbolic behaviors are generally not
consequential in and of themselves and, sec-
ond, that they substitute for more impactful
actions such as voting or offline protest. Later,
we will turn to recent research on how digital
activism can be highly impactful on its own,
contributing to phenomena such as disinfor-
mation. Meanwhile, empirical research has
consistently failed to support the proposition
that digital action substitutes for offline action
(4–6). That is, people who are strongly inte-
rested in politics tend to express that interest
through both online and offline behaviors. Dig-
ital political activities–including low-cost ones–
are a complement to, not a substitute for, their
offline counterparts. Inversely, those who are
uninterested in politics tend to avoid it both
online and offline. Specifically, Lane et al.
found that sharing information about politics
on social media predicted offline political ac-
tivities such as attending political meetings,
contacting public officials, and donatingmoney
to political campaigns (4). de Zúñiga et al. (5)

found that the use of social media to address
community problems, which they call “social
media social capital,” predicted the propensity
to engage in similar activities offline. And ameta-
analysis of 106 survey studies of young people's
civic and political use of digital media in >35
countries found that the use of digitalmedia for
political purposes was positively correlated with
offline political and civic engagement (6).
The unanimity of the literature on this point

has led some to declare that the clicktivism
debate is conclusively settled (7). However,
this conclusion is premature given several im-
portant questions that lack solid empirical
answers. One of the most pressing begins
with the observation that political engage-
ment is issue specific: An individual can be
engaged with one or more issues and disen-
gaged from others. The clicktivism question
then evolves from whether low-cost digital ac-
tivities exhaust one’s engagement with politics
in general towhether such activitiesmay do so
for specific issues that lie beyond the person’s
usual interests. For example, whereas liking,
sharing, and posting memes about environ-
mental topics may be just one of many ways an
environmentalist engages with her pet issue,
it may be the only way she does so for, say,
Black Lives Matter when that movement is
trending nationally on Twitter. The pat-

tern of punctuated equilibrium that typ-
ifies social movement activity on social
media implies that some variant of this
will be true at least some of the time. To
continue with the Black Lives Matter
example, a study that tracked related
tweets over a 1-year period overlapping
the movement’s birth showed a few sharp
peaks of interest (most prominently in
August, November, and December of 2014
and in April and May of 2015) separated

by lengthy periods of much lower activity
(Fig. 1) (8). This is typical of such movements’
social media activity and indeed of social me-
dia in general (9).
Logically, the bursts of attention that create

such peaksmust be provided by people (or bots,
a non-negligible possibility) who engage for a
short time and then depart, leaving a com-
mitted core of activists to sustain the baseline
conversation. Whether such participation is
considered clicktivism is more a question of
philosophy than empiricism. On the one hand,
the degree of individual commitment is un-
doubtedly low, but on the other, the aggregate
crests of attention generated by thousands or
millions of such actions can catapult a protest
movement from obscurity to international pro-
minence (10). As Freelon et al. document (8),
grassroots attention on social media played
a substantial role in spreading the initial pub-
lic awareness of Black Lives Matter’s existence
and goals, which was an essential precursor
to its widespread acceptance by the American
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public in mid-2020 (11). Our hypothetical en-
vironmentalist may not have engaged with
Black Lives Matter at all if low-cost online
actions were unavailable; thus, rather than
substituting for higher-cost street-level activ-
ism, online actions broaden symbolic support
for movements (12).
Our main arguments on clicktivism can be

summarized thusly: There is a continuum of
online activist participation ranging from post-
ing and liking content to high-level decision-
making as a full-time activist. Even more, as
the remainder of this review clearly reveals
through the lens of recent empirical research,
low-cost digital activities can sum to sub-
stantial effects ranging from publicizing
movements for mass audiences to circulating
disinformation that undermines democratic
deliberation and processes. A number of
American activist movements have substan-
tially furthered their goals through digital
means over the past decade, including Oc-
cupy Wall Street, Black Lives Matter, #MeToo/
#TimesUp, far-right anti-immigration advo-
cates, and the mens’ rights movement. Sim-
ilar results have been observed outside of the
United States (10, 12, 13). To add a right-wing
example to the Black Lives Matter case de-
tailed above, Benkler et al. explain how far-
right media, activists, and social media users
successfully introduced the term “globalist,”
an anti-Semitic dog whistle, into the journal-
istic mainstream (14). This effort began with
white nationalist sites such as VDARE and
continued through Breitbart (a far-right site
that avoids explicit white nationalism), Fox
News, and the Trump administration after the
2016 election, finally ending up as a synonym
for “neoconservative” in The New York Times.
The online-only media outlets at the begin-
ning of this chain rely heavily on social media
sharing to boost their messages (15). In the
United States, this is themain way they attract
the attention of Fox News, which is more di-
rectly networked with more traditional media
outlets and the Trump administration. Over-
all, this example demonstrates how far-right
actors can insert their preferred terminology
and ideas into more “respectable” outlets that
would otherwise try to avoid such associa-
tions. Other studies have demonstrated that
sites such as Breitbart (and their European
counterparts) serve similar “bridging” func-
tions between far-right and legacy media
(16, 17). In these and other ways, slacktivism
has been a consequential component of con-
temporary social movements and will likely
continue to be so in the future.
The empirical record has very little to say

on the question of ideological asymmetries in
slacktivism, mostly because left-wing protests
have been studied far more than right-wing
protests (18). Based on what we know about
how most areas of life typically work online,

we might expect that right-wing actors would
use online and offline means to pursue their
interests similarly to the way that those on
the left do. One survey-based study found that
for American respondents with low political
interest, “easy political behaviors [such as
liking and commenting on social media] can
be gateway behaviors to more significant po-
litical activities,” but that ideology was not a
significant predictor of this tendency (19).

Left- and right-wing digital strategies
and ecosystems

One of digitalmedia’smost important contrib-
utions to activism is how they have opened
new pathways to reach target audiences. Be-
fore the digital age, protesters who wished to
project their messages nationally or interna-
tionally had only one viable option: attracting
the newsmedia’s attention, which they usually
did through street protests. Mailing lists and
alternative media extended their reach only
moderately. Today, digital media afford activ-
ists across the political spectrum two general
methods of promoting their causes. The first is
to circumvent the news media entirely and
appeal directly to digital platform users. This
method offers the advantage of placing mes-
sage control mostly in the hands of activists
and sympathetic parties but bydefinitionmostly
reaches people who are already platform users.
Second, activists use digital platforms to attract
journalists’ attention (because most use social
media extensively as a gauge of public opin-
ion and as a source of stories) (20) in the hopes
that they will cover their movement. The ad-
vantage here is that news outlets can reach in-
dividuals outside of the digital spheres within
which activists operate, as well as those who
are not digitally active at all, but may also alter
activist messages in ways that are not always
favorable tomovements (21). These twomethods
are not mutually exclusive; many of the best-
knownactivistmovements in recent years have
used both (2, 8, 22).
Although activists on both sides use digital

media to reach audiences directly and indi-
rectly through the news media, the left and
the right have each evolved their own dis-
tinct style of doing so. The dominant style on
the left has been labeled hashtag activism
(2, 23, 24) and bears three main distinguish-
ing characteristics. The first and foremost of
these is the creation of a declarative hashtag
to serve as themovement’s unifying slogan; e.g.,
#BlackLivesMatter, #MeToo, and #Fightfor15
became shorthand for a host of demands and
priorities. The limited amount of attention
that most people decide to allocate to news in
general and activist appeals in particular gua-
rantees that only a few protest hashtags will
attain national or international prominence.
Such hashtags often come to the public’s at-
tention through news coverage of shocking

and disruptive events, such as Michael Brown’s
death at the hands of police officer Darren
Wilson in Ferguson, MO (#BlackLivesMatter),
the disclosure of Harvey Weinstein’s decades-
long history of sexual predation (#MeToo), and
a series of American fast-food worker strikes
in 2012–2013 (#Fightfor15). Second, such hash-
tags are buoyed by the widespread engage-
ment of nonelites, ordinary citizens who relate
to the hashtag’s coremessage or simply want to
declare their support. This is what causes them
to “trend” on social media and thereby trigger
the third element: attention and support from
elite third parties. Most prominent among these
are mainstream news outlets, which are often
the first elites topublicize activist hashtags.Others
include celebrities, businesses, and politicians,
all of whom hold disproportionate power to
direct attention to movements. Examples in-
clude hip-hop artists Talib Kweli and Common
(#BlackLivesMatter), ice cream company Ben &
Jerry’s (#BlackLivesMatter), actress Alyssa
Milano (#MeToo), and Senator Bernie Sanders
(#Fightfor15). Although much hashtag activism
research is U.S. focused, the phenomenon has
alsobeenobserved in countries suchasArgentina
(25), Bangladesh (26), France (27), and India (27).
The right engages with these dual pathways

very differently. Several fundamental differ-
ences with the left explain this. First, American
conservatives’ mistrust of the mainstream
news media has been intensifying for decades
(28, 29), a pattern that seems to be common
on the right across Europe and India as well
(30–32). The sense that traditional news out-
lets are irredeemably biased against con-
servatives is one of the driving factors in the
establishment of right-wing media ecosystems,
the roots of which in the United States reach
back at least to the 1930s (33). Second, con-
servatives have more recently developed an
analogous belief that “Big Tech,” a pejorative
term for the companies that produce andmain-
tain the internet’s most widely used commu-
nication platforms and hardware, including
Facebook, Google, Twitter, Apple, and Amazon,
is also biased against them (34). These two
beliefs have led the right to interact with the
news media and tech platforms in more radi-
cally oppositional ways than the left despite
the latter’s critiques of those institutions. Dis-
taste for (and being deplatformed from) Big
Tech has prompted some far-right users to de-
camp to platforms more accepting of their
politics, including Telegram, Gab, and Voat
(35). Third, since 2016, the center-right’s pres-
ence on social media has diminished substan-
tially (14, 36, 37), leaving the far right as the
dominant conservative presence. Together,
these short- and long-term trends have shifted
the right into a world apart from the left and
center, and its activist tactics reflect that re-
ality. Figure 2 quantifies this phenomenon
by depicting the percentages of “fragmented”
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users that retweeted media outlets along the
ideological spectrum in 2017. Outlets with pre-
dominantly far-right audiences attracted nearly
four times more fragmented users (those that
disproportionately retweeted within one parti-
tion) than the secondmost fragmented partition.
Conservative mistrust of the mainstream

media has inspired two distinctive tactics for
interacting with two kinds of media outlets.
Those that lack an explicitly conservative out-
look often find themselves targeted by media
manipulation, an umbrella term that refers
to a repertoire of bad-faith tactics intended to
attract journalistic attention (22). One of the
most prominent of these, known as “trading
up the chain,” involves planting a sensation-
alistic hoax, conspiracy theory, or extreme
viewpoint in a small or local news outlet that
may not fact-check it (22, 38). This story may
then be repeated by larger outlets, either be-
cause of its content or because an elite (such
as Donald Trump) has endorsed it. Whether
the underlying claim is presented as true or
debunked, the goal of spreading it further is
fulfilled. By contrast, right-wing activists’ in-
teractions with ideologically friendly outlets
are understandably far less contentious. What
Benkler et al. have called the American “right-
wing media ecosystem” is a densely interlinked
region of the media network that stands far
apart from other media in terms of digital,
professional, and ideological connections
(14, 16). Its reach on social media platforms is
extensive, in most cases larger than its left-
wing equivalent (14). The ostensibly more
journalistic outlets in this network, such as
Fox News and the Daily Caller, regularly le-
gitimize content surfaced by the more radical
outlets, which include Infowars, Gateway
Pundit, and Breitbart. The right-wing media
ecosystem’s favored topics during the Trump
administration have prominently included un-

compromising opposition to non-Western im-
migration, the evils of the so-called “deep
state,” and attacks on the legitimacy of the
Mueller investigation (14).
Two other tactics used disproportionately

by right-wing actors are specific to social plat-
forms. The first is the strategic manipulation
of platform algorithms to increase attention
to desired messages. Much as the gatekeep-
ing function of legacy journalism shaped the
norms, practices, and patterns of news cov-
erage of social movements, social platforms’
emphasis on user engagement affects what
information is displayed to individual users,
for example, by giving greater reach to emo-
tionally charged content, videos, and visual
graphics over text (39). Thus, successful online
activists must understand how social plat-
forms algorithmically sort content to ensure
that their own is given priority. Although
both left- and right-wing actors engage in such
tactics, preliminary evidence suggests that the
right has been more successful. For instance,
platforms such as YouTube have recommen-
ded increasingly extreme far-right content to
viewers ofmoremoderate right-wing channels
to maximize user engagement with the site
(40). Similar techniques include optimizing
search engine keywords so that interested
parties will more readily find ideologically
biased results (41) and the use of fake accounts
and bots to imply widespread consensus on
social media (42). Because journalists often
rely on engagement metrics such as Twitter’s
“Trending Topics” to determine which stories
should be covered and how they should be
framed, successful algorithmic manipulation
may help to set legacy media agendas (22).
Second, in response to deplatforming, shadow

banning, and contentmoderation by Big Tech,
some right-wing actors have migrated to “alt-
tech” equivalents that offer more permissive

moderation. These include social media sites
dedicated to right-wing communities, such
as 4chan and 8chan, the Twitter alternatives
Parler and Gab, and the YouTube alternative
BitChute, as well as more ideologically neutral
platforms such as Discord and Telegram (35).
Although alt-tech platforms are much smaller
than their mainstream counterparts, they al-
low partisan and fringe communities to exist
without opposition from alternative viewpoints.
Studies have demonstrated a high prevalence
of hate speech on 4chan (43), Gab (44), and
BitChute (45), which is typically moderated
on more mainstream social platforms. These
spaces allow more extreme viewpoints to
thrive, whereas mainstream social media pri-
marily host less extreme content designed to
reach wider audiences (22).
The most relevant implications of the dif-

ferences between how left- and right-wing ac-
tivist networks reach their respective audiences
derive from their very different relationships
with the platforms they use. The left largely
engages directly with traditional and social
media, using them as primary communication
venues to develop and distribute activist mes-
sages. These outlets and platforms present
themselves as what Cass Sunstein called “gen-
eral interest intermediaries” (46), information
environments that admit a wide range of per-
spectives. Consequently, left-wing ideas tend
to connect with individuals and institutions
along a much broader range of the ideological
spectrum than the right, including much of
the center (14). By contrast, the right has created
and used its own ideologically exclusive media
ecosystem and digital platforms even as it
continues to engage with the best-known tech
platforms and news outlets out of necessity.
These developments in turn (along with other
nondigital factors) fuel what scholars have
called “asymmetric polarization,” the proposition
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that conservatives have grown more extreme
over thepast fewdecades than liberals (14,37,47).
Asymmetric polarization’s broader consequences
include less common ground between opposing
political sides, increasingly extreme policies
when conservatives are elected, and more
opportunities for ideologically branded mis-
and disinformation to spread on the right,
which we discuss further in the next section.

Emerging research on
asymmetric disinformation

Since the 2016 U.S. and U.K. Brexit elections,
scholars, the news media, and international
publics have become increasingly
concerned with the problem of false
and misleading political content
(14, 22, 48, 49). This general pheno-
menon has multiple variants with
a variety of labels, including the ubiq-
uitous and ambiguous “fake news,”
which we avoid. Here, we will focus
on disinformation, which we define
as “all forms of false, inaccurate, or
misleading information designed, pre-
sented and promoted to intentionally
cause public harm or for profit” (48).
Unlike misinformation, which refers
to misleading content spread inadver-
tently, disseminators of disinformation
knowtheirmessagesaredeceitful.Actors
behind such deceptive content seek to
spread conspiracy theories, false rumors,
hoaxes, and inflammatory opinions to
promote their ideological viewpoints,
decrease trust in mainstream insti-
tutions, and recruit others to their
causes (22).
The relevant literature offers three

types of evidence in support of the
proposition that disinformation is
more prevalent on the right than on
the left, although to our knowledge this has
not been directly tested. First, evidence from
psychological studies indicates that conserva-
tive individuals are more likely than liberals
to prefer the kinds of closed media environ-
ments (sometimes called “echo chambers”)
that facilitate the spread of mis- and disinfor-
mation (50), believe conspiracy theories when
cued by official denials of conspiratorial causes
(51), and tolerate the spreading of disinforma-
tion by politicians (52). Second, analyses of false
news diffusion on social media have generally
shown a tendency for conservatives to share
such contentmore than liberals (53, 54). Third,
the most visible mainstream news media out-
lets, upon which the left relies much more
heavily for political information than the right,
have a long history of fact-checking norms
that largely prevent disinformation from thriv-
ing there (14), which is why understanding
how the news industry operates helps individ-
uals avoid disinformation (55).

Existing research provides numerous exam-
ples of conservative-targeted disinformation,
in which right-wing media ecosystems around
the world are often centrally implicated
(49, 56, 57). In the United States, the alt-right,
unapologetic white nationalists, and others on
the rightmost fringe attract relatively small
audiences and must rely on media outlets at
higher levels of the ecosystem to help circulate
their disinformation and other extreme ideas
broadly (14). The fringes are not always suc-
cessful; in particular, conspiracy theories im-
plicating aWashington, DC, pizza parlor as the
center of a Democrat-controlled pedophilia

ring and accusing a left-wing activist of mur-
dering a counterprotester at the 2017Unite the
Right rally were not endorsed by the ecosys-
tem’s upper echelons (14, 38). The ranks of
disinformation stories that achieved greater
notoriety include the Seth Rich conspiracy,
inwhich aHillary Clinton staffer was allegedly
murdered because of what he knew about her
emails. (Rich was killed in Washington, DC,
on 10 July 2016 by unknown assailants, but no
credible evidence links his death to Clinton.)
The story originated among fringe ecosystem
users on Twitter and Reddit in the weeks after
Rich’s death (14). Sean Hannity covered the
conspiracy multiple times in 2017 on his
eponymous Fox News program, although the
network eventually retracted the story. More
recently, our analysis shows that the top ranks of
the Twitter network discussing the debunked
2020 documentary Plandemic (which makes
unsubstantiated and scientifically unsound
allegations about COVID-19) in April and May

of 2020 prominently includes right-wingmedia
ecosystem members such as GatewayPundit
(@gatewaypundit) and commentators for Fox
News (@greggutfeld) and Infowars (@liberty-
tarian) (58). In this way, the right-wing media
ecosystem circulates sensationalistic content
to an ideologically friendly audience free of the
sorts of editorial practices that would prevent
the spread of false information. The goal, as
with much disinformation, is to support the in-
group and denigrate the outgroup, even at the
expense of verifiable truth.
Perhaps because of the implications of the

research reviewed above, very few studies
have directly investigated online left-
wing disinformation or conspiracy
theories at scale. The studies show-
ing a conservative-leaning asymmetry
in social media false news sharing
largely draw their data frombefore the
2016 election (53, 54). If liberals have
changed in their susceptibility to dis-
information in the ensuing years, pos-
sibly because of incentives introduced
by strong anti-Trump animus, we do
not yet know. This could be a case of
failing to find that which is not sought.
The implications of such research are
highly relevant to democratic practice:
For one, they will help us understand
the extent of the problem, who is most
acutely affected, and under what con-
ditions. Understanding the ideological
and psychological antecedents of dis-
information susceptibility is an impor-
tant first step in targeting interventions
to counteract it. To the extent that we
as citizens value a democracy free of
fraudulent attempts at opinion manip-
ulation, we should investigate all con-
texts in which it might lurk.
Two existing studies, along with our

own analysis of recent Twitter data, offer some
evidence that left-leaning disinformation may
not be as rare as the literature suggests. First,
research published by Buzzfeed in October 2016
found that although conservative Facebook
pages posted nearly double the proportion of
false or partly false content as liberal pages,
such content garnered much higher median
shares per post on left-wing pages than on
right-wing ones (59). (We should note that
this report only analyzed six Facebook pages
in total, its datawere notmade public, and it is
possible that false content on right-leaning
pages accrued more shares in total given that
there was more of it.) Second, a recent study
found that tweets posted by Russian disinfor-
mation agents masquerading as left-wing
African American activists attracted more
attention on a per-tweet basis than either
those by conservative identities or non-Black
left-leaning identities (60). This demonstrates
a level of vulnerability to disinformation on
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the left that is not often acknowledged. Third,
we find that tweets mentioning the key words
“anonymous” and “trump” posted between
31 May 2020 (when the Anonymous hacktivist
collective released a cache of documents pur-
porting to prove, among other accusations,
that Donald Trump was involved in child sex
trafficking) and 2 June 2020 were retweeted
>1.1 million times, more than double the total
retweet count for Plandemic in our analysis
above (58). In contrast to the Plandemic net-
work, the most-retweeted users on this topic
are overwhelmingly nonelites with few fol-
lowers (except for @youranoncentral, which is
ostensibly controlled by Anonymous), not well-
known liberals or mainstream news outlets.
We acknowledge that these findings are pre-
liminary and raise pressing validity questions—
many of the attention metrics boosting these
stories could have been generated by bots, for
example—but we include them here for lack
of more rigorous research on the matter.
Taken together, we believe that they suffice
to justify further investigation into disinfor-
mation aimed at the left.

Conclusion and future research

This review offers three main sets of conclu-
sions. First, people participate in online activ-
ism along a wide spectrum of commitment
levels, from liking and sharing content, to
the back-and-forth of political discussion, to
involvement as core movement leaders. Low-
cost online actions do not harm activist goals;
on the contrary, they help to boost activist
topics and concerns to the levels of public
visibility necessary to enact or prevent change.
Both the left and right benefit from this basic
dynamic of online activism. However, there is
still much to learn about how clicktivism op-
erates; for example, we still do not know how
frequently hashtag-based conversations or
signal-boosting extreme perspectives change
people’s minds or behaviors. Second, the left
and right generally engage in two distinct
styles of online outreach: hashtag activism
and online advocacy spearheaded by the right-
wing media ecosystem, respectively. The iso-
lation of the far right from the rest of the
ideological spectrum results in asymmetric
polarization and complicates the process of
governing ideologically diverse polities. Key
areas for future research here include mea-
suring the relative capacities of these two
styles in reaching, persuading,mobilizing, and
antagonizing elites and nonelites on both
sides. Third, disinformation distribution ap-
pears to be one of the key functions of right-
wing media ecosystems. However, the marked
lack of research on left-wing disinformation
leaves many questions about how it operates,
who ismost at risk, andhow serious a problem
it is, making such research an urgent priority.
The very limited number of studies on right-

wing online protest and activist hashtag use
is similarly glaring. Moving forward, research-
ers should endeavor to discover whether our
current empirical understanding of left- and
right-wing activism online represents reality
faithfully or is a product of systematic gaps in
case selection.
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